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Executive Summary

In an open environment where malicious parties may advertise false service capabilities
the use of reputation services is a promising approach to mitigate such attacks. Misbe-
having services receive a bad reputation and will be avoided by other clients. Reputation
mechanisms help to improve the global efficiency of the overall system because they re-
duce the incentive to cheat.

This report summarizes the state-of-the-art regarding reputation mechanisms. We
consider ways of modeling trust, computational models of trust, as well as incentive-
compatible reputation mechanisms. Concerning computational models of trust, we dis-
tinguish social trust networks, probabilistic estimation techniques, and game-theoretic
models. For these approaches, we consider different feedback aggregation strategies.

We also outline a reputation model that will be further developed in the second version
of this document (due in December 2005) and implemented as a prototype in D2.4.6.2.
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Chapter 1

Introduction

The availability of ubiquitous communication through the Internet is driving the migra-
tion of commerce and business from direct interactions between people to electronically
mediated interactions. It is enabling a transition to peer-to-peer commerce without inter-
mediaries and central institutions.

Most business transactions have the form of prisoners’ dilemma games where dishon-
est behaviour is the optimal strategy. For instance, in a service level agreement, there
is no incentive for the service provider to deliver the promised quality of service once
he has received the client’s payment (assuming the absence of a public security infras-
tructure that mediates every transaction). In conventional commerce, personal relations
create psychological barriers against such behaviour. In electronically mediated peer-to-
peer commerce, there is no physical contact and even identities can be easily faked. Fraud
and deception are a major obstacle to realizing the huge economic benefits of peer-to-peer
commerce.

A standard approach in traditional business to avoid cheating (i.e., to avoid deviation
from a promise / from partners’ expectations) is to use trusted third parties (TTP) that
oversee the transactions and rule out or at least punish cheating. In electronic interactions
this approach is not always possible, as they pose problems of verification, scalability,
cost and legality when several countries are involved in transactions.

In this report, we pursue a fundamentally different approach to electronically mediated
business that can do without enforcement by third parties. We consider reporting, sharing
and using reputation information in a network of agents as part of a mechanism that makes
cooperation the dominant strategy in business transactions. Such an approach aims at
re-establishing a social framework that supports trusted interactions. It is based on the
observation that agent strategies change when we consider that interactions are repeated:
the other party will remember past cheating, and change its terms of business accordingly
in the future. In this case, the expected future gains due to future transactions can offset the
loss incurred by not cheating in the present transaction [39]. This effect can be amplified
considerably if such reputation information is shared among a large population and thus
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1. INTRODUCTION

multiplies the expected future gains made accessible by honest behaviour. Game theorists
have studied the reputation effect for many years and established results that show its
feasibility in a wide variety of scenarios. What is missing now are robust and scalable
computational mechanisms for implementing them in electronic peer-to-peer commerce.

This report is structured as follows: In Chapter 2 we discuss the current state-of-
the-art concerning reputation mechanisms. We address issues regarding the modeling
of trust as perceived by human beings, computational models of trust, and incentive-
compatible reputation mechanisms. In Chapter 3 we sketch the reputation model that we
will further develop in the second version of this document and implement in D2.4.6.2.
Finally, Chapter 4 concludes this report.
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Chapter 2

State of the Art

We see trust related research as going into three directions:

1. Work that models the notion of “real world” trust (as used in sociology and psychol-
ogy primarily) and propose definitions of trust that are appropriate for use in online
settings. The definition of trust and its corresponding meaning is a much disputed
issue among the computer science community. Since the human understanding of
the notion of trust is much too complex to be modelled within an artificial system,
authors usually consider just facets of the notion of trust, and define it correspond-
ing to their needs. Trust modeling is addressed in Section 2.1.

2. Computational models of trust, proposing concrete models for trust evaluation. We
characterize these models along the following two dimensions:

• How precisely they boost trust in the community in which they are deployed.

• How efficiently they can be implemented in a decentralized network of agents.

Computational models of trust are discussed in Section 2.2.

3. Incentive compatibility related works. Incentive compatibility is one of the most
desirable properties of protocols involving communication among autonomous,
self-interested agents. Its existence assures that specific behaviour (truth telling,
in particular) is equilibrium of the game constructed from the protocol. Applied
to the trust models, incentive compatibility would imply truthful reporting of rep-
utation information. Incentive-compatible reputation mechanisms are covered by
Section 2.3.
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2. STATE OF THE ART

2.1 Modeling Human Trust

Generally, the notion of trust is used to refer to a subjective decision making process that
takes into consideration a lot of factors. [30] explains how human beings deal with the
trust decision making process by using a set of rules. The model proposed is the Social
Auditor Model. The author also studies the efficiency of different rules and strategies that
can be used within an artificial society.

In [5, 21, 14] the authors look at the dynamics associated with the notion of trust. Trust
and distrust responsiveness (trust from the trustee increases the probability of cooperative
behaviour from the trustor, while distrust from the trustee increases the probability of
defective behaviour) are presented as facts of human behaviour. Also the dialectic link
between trust and degree of control is addressed.

In [33] a multi-disciplinary literature survey on the notion of trust and distrust is pre-
sented. The paper develops a conceptual topology of the factors that contribute towards
trust and distrust decisions and defines as subsets of the high level concepts measurable
constructs for empirical research.

One of the input information that is often used in a trust decision making process is
the reputation of the partner. Reputation can be regarded as a unitary appreciation of
the personal attributes of the trustor: competence, benevolence, integrity and predictabil-
ity. [36] presents an extensive classification of reputation by the means of collecting it.
Experiments for finding out which component contributes the most towards correct trust
decisions are also conducted.

As belonging to this group can be regarded works that investigate some inherent char-
acteristics of the online world that any trust management model must be aware of. [22]
discusses risks associated with the ease at which members of online communities can
change their identities. Through a game theoretic modelling, they come to a conclusion
that newcomers must start with the lowest possible reputation value in order to be dis-
couraged to misbehave and change their identity afterwards. [15] identifies a number of
possible attacks on reputation reporting systems (“ballot stuffing”, “bad mouthing”, etc.)
and proposes an appropriate solution to reduce effects of those attacks. [40] identifies
main patterns of human behaviour with respect to trust. It argues that, despite clear incen-
tives to free ride (not leave feedback) and leave only positive feedback, trust among eBay
traders emerges due to its reputation system.

While humans address trust issues in a complex way, considering the direct experience
with a provider, the experience of others with the provider, as well as social aspects (e.g.,
nationality, group membership, etc.), only one aspect – the reputation of the provider – is
modeled in computer systems, as discussed in the following section.

4 August 3, 2005 KWEB/2005/D2.4.9/v1.2
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2.2 Computational Models of Trust

In the categorization of the computational models of trust we will adopt here a divi-
sion based on how they perform the goal of bootstrapping trust. We see the following
three broad classes of approaches: 1) social (trust) networks formation (Section 2.2.1),
2) probabilistic estimation techniques (Section 2.2.2), and 3) game-theoretic models (Sec-
tion 2.2.3). For all these approaches, different feedback aggregation strategies are possi-
ble, as discussed in Section 2.2.4.

2.2.1 Social Trust Networks

The underlying assumption of the class of social networks formation is that the agents
engage in bilateral interactions whose outcomes are evaluated and aggregated, which re-
sults in forming a trust graph in which each branch (a,b) is assigned a weight representing
the trust of agenta towards agentb aggregated across all interactions between them in
which agenta happened to have relied on agentb. Having the local interactions among
the agents encoded this way, the challenge is how to merge these local beliefs to enable
the agents to compute the trustworthiness of non-neighbouring agents, whom they never
met before. The main distinguishing points among the numerous works belonging to
this class are: 1) the strategy to aggregate individual experiences to give the mentioned
weights, 2) the strategy to aggregate the weights along a path of an arbitrary length to give
a path wide external opinion and 3) the strategy to aggregate this external opinion across
multiple paths between two given agents.

[7] presents an early example in which a clear distinction between direct experiences
and recommendations has been made, which is reflected in the strategy for path wide
external opinion aggregation. However, this separation of the two contexts led to an
exponential complexity of the trust derivation algorithm. Clearly, this is unacceptable for
large scale networks.

[50] does not treat recommendations and direct service provisions separately. It uses a
variation of the delta learning method to aggregate “positive” and “negative” experiences
of the agents into the weights assigned to the corresponding branches and simple multi-
plication as the strategy to compute the path wide external opinions. As for the strategy to
aggregate the external opinion of different paths the authors use a variation of the simple
maximum function. All this results in a polynomial time algorithm for the overall trust
aggregation.

[41] offers important theoretical insights on how the computational complexity of the
trust derivation algorithms relates to the mentioned aggregation strategies by character-
izing the combinations of path and across-path aggregation strategies that may lead to a
non-exponential trust computation algorithm (we note that many other works use such
combinations: e.g., [38] and [29]). The authors also offer such an algorithm which is,
however, based on a synchronous participation of all agents in the network. As such it

KWEB/2005/D2.4.9/v1.2 August 3, 2005 5



2. STATE OF THE ART

is not quite appropriate for usage in P2P networks due to their inherent high dynamic-
ity. With respect to this problem [49] offers a considerable improvement in terms of an
appropriate caching scheme that enables asynchronous computation while retaining good
performance. A common denominator of all these works is that the computed values have
unclear semantics and are hard to interpret on an absolute scale, without ranking them. In
many applications this imposes certain problems. On the other hand, as shown by many
simulations, they are very robust to a wide range of misbehaviours.

2.2.2 Probabilistic Estimation Techniques

Probabilistic estimation techniques present certain improvement with respect to the mean-
ingfulness of the computed values. Namely, they output probability distributions (or at
least the most likely outcome) over the set of possible behaviours of the trusted agents
enabling thus the trusting agents to evaluate explicitly their utilities from the decision to
trust or not. [37] presents the well-known method of Bayesian estimation as the right
probabilistic tool for assessing the future trusting performance based on past interactions.
Only direct interactions were studied - the question of including recommendations was not
considered. [13] goes a step further by taking into account the “second-hand” opinions
also. However, the strategy for merging own experiences with those of other witnesses
is intuitive (giving more weight to own experiences, though plausible, is still intuitive)
rather than theoretically founded.

[3] presents a decentralized trust management model that analyzes past interactions
among agents to make a probabilistic assessment of whether any given agent cheated in
his past interactions. The emphasis is put not only on assessing trust but also on providing
a scalable data management solution particularly suitable for decentralized networks. The
problem in decentralized networks is that the reputation data is aggregated along wrong
dimension in the sense that each agent has information about his own past interactions
with others but cannot easily obtain opinions of others about any other particular agent
in the network. To achieve the needed reaggregation of reputation data, the authors use
P-Grid, a scalable data access structure for P2P networks [2]. For any particular agent,
they designate a set of replicas to store the feedbacks, ratings of trusting behaviour of that
agent (complaints filed by him about others and complaints filed by others about him)
so that the reputation data can be accessed and collected efficiently, in logarithmic time.
As replicas may provide false data, an appropriate replication factor along with a proper
voting scheme to choose the most likely reputation data set are chosen in order to achieve
accurate predictions. Trust assessments themselves are made based on an analysis of
agent interactions modelled as Poisson processes. As was shown by simulations, cheating
behaviour of the agents can be identified with a very high probability. The model is
simplistic in the sense that, for any agent, it outputs whether the agent cheated in the past
or not, but it can be easily extended to give predictions of the agents’ trusting behaviour,
as done e.g. in [49].

6 August 3, 2005 KWEB/2005/D2.4.9/v1.2
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[19] is a step further towards analyzing how trust predictions can be used in the context
of making business decisions. Safe exchange represents an approach to gradual exchanges
of goods and money in which both payments and goods are chunked with their deliveries
scheduled in such a way that both exchange partners are better off by continuing the
exchange till its end than by breaking it at any step before. The authors provide a trust
aware extension of the original approach [42] by modelling trust explicitly.

[20] proposes a double auctioning mechanism that does not rely on the existence of
central authorities, auctioneer in particular. As such it is amenable to implementation in
P2P environments. The mechanism has good economic properties such as, for example,
fast convergence towards efficient trading through intuitive and simple bidding strategies.
However, these properties can only be guaranteed in the presence of a distributed reputa-
tion mechanism.

2.2.3 Game-Theoretic Models

Game-theoretic reputation models make a further clarification in the interpretation of the
agents’ trustworthiness in the sense that, if the reputation system is designed properly,
trust is encoded in the equilibria of the repeated game the agents are playing. Thus, for
rational players trustworthy behaviour is enforced. The real challenge here is how to
define the feedback aggregation strategies that will lead to socially desirable outcomes
carrying trust.

Theoretic research on reputation mechanisms started with the seminal papers of
Kreps, Milgrom, Wilson and Roberts [31, 32, 34] who explained how a small amount
of incomplete information is enough to generate the reputation effect, (i.e., the preference
of agents to develop a reputation for a certain type) in the finitely repeated Prisoners’
Dilemma game and Selten’s Chain-Store game [45].

Fudenberg and Levine [23] and Schmidt [44] continue on the same idea by deriving
lower bounds on the equilibrium payoff received by the reputable agent in two classes of
games in which the reputation effect can occur.

[18] focuses on a specific game and derives its equilibria. Apart from this the author
also raises questions concerning the overall game-theoretic reputation systems design,
such as incentivizing players to leave feedback, dealing with incomplete feedback etc.
However, an underlying assumption of this work is that a central trusted authority does
the feedback aggregation. We see this as a major obstacle to transferring game-theoretic
models to decentralized environments.

2.2.4 Feedback Aggregation Strategies

For the previously mentioned approaches, there are different strategies to aggregate the
external opinion. [15, 16, 53, 1] use collaborative filtering techniques to calculate person-

KWEB/2005/D2.4.9/v1.2 August 3, 2005 7
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alized reputation estimates of as weighted averages of past ratings in which weights are
proportional to the similarity between the agent who computes the estimate and the raters.

[8, 9, 10] describe computational trust mechanisms based on direct interaction-derived
reputation. Agents learn to trust their partners, which increases the global efficiency of
the market. However, the time needed to build the reputation information prohibits the
use of this kind of mechanisms in a large scale online market.

[48] uses machine learning techniques and heuristic methods to increase the global
performance of the system by recognizing and isolating defective agents. Common to
these works is that they consider only direct reputation. Similar techniques, extended to
take into account indirect reputation, are used in [6, 43, 26, 51, 46].

A number of reputation mechanisms also take into consideration indirect reputation
information, i.e., information reported by peers. [43, 52] use social networks in order
to obtain the reputation of an unknown agent. Agents ask their friends, who in turn
can ask their friends about the trustworthiness of an unknown agent. Recommendations
are afterwards aggregated into a single measure of the agent’s reputation. This class
of mechanisms, however intuitive, does not provide any rational participation incentives
for the agents. Moreover, there is little protection against untruthful reporting, and no
guarantee that the mechanism cannot be manipulated by a malicious provider in order to
obtain higher payoffs.

In [26] the authors present an example of a reputation sharing mechanism that is also
incentive-compatible (see Section 2.3 for details). The mechanism is based on side pay-
ments that are organized through a set of broker agents called R-agents, which buy and
sell reputation information. A simple payment rule (incoming reputation reports are paid
only if they mach the next reputation report filed about the same agent) makes it rational
for agents to truthfully share reputation information. The mechanism is decentralized and
robust (up to certain limits) to irrational untruthful reporting.

8 August 3, 2005 KWEB/2005/D2.4.9/v1.2
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2.3 Incentive Compatibility

The vast majority of the previously discussed models are not fully incentive-compatible
in the sense that it is in the best interest of all agents to report their feedbacks truthfully
(and leave feedback whatsoever, without an incentive to free ride). The closest to the idea
of incentive-compatibility are [11, 12, 35, 25, 28].

[11] considers exchanges of goods for money and proves that markets in which agents
are trusted to the degree they deserve to be trusted is equally efficient as a market with
complete trustworthiness. It then presents an exchange scenario in which buyers announce
their trustworthiness and sellers compute their estimates of the same. It was shown that,
with an appropriately chosen advance payment, buyers cannot benefit from announcing
false levels of trustworthiness. We must note that the generalness of the results is some-
what limited by the assumption that the contract price is chosen according to a particular
bargaining solution (Nash’s bargaining solution in this case). For auctions which are not
completely enforceable, the same authors describe in [12] a mechanism based on dis-
criminatory bidding rules that separate trustworthy from untrustworthy bidders. Again,
this result has the same limitations as mentioned above.

For e-Bay-like auctions, the Goodwill Hunting mechanism [17] provides a way in
which the sellers can be made indifferent between lying or truthfully declaring the quality
of the good offered for sale. Momentary gains or losses obtained from misrepresenting the
good’s quality are later compensated by the mechanism which has the power to modify
the announcement of the seller.

A significant contribution towards eliciting honest reporting behaviour is made in [35].
The authors propose scoring rules as payment functions which induce rational honest
reporting. The scoring rules however, cannot be implemented without accurately knowing
the parameters of the agents’ behaviour model, which can be a problem in real-world
systems. Moreover, this mechanism works only when the set of possible seller types is
countable and contains at least 2 elements, and when the signals received by the buyers
about the seller’s behaviour are independently identically distributed from one interaction
to the other.

Using the same principle, [25] overcomes the need to know the parameters of the
agents’ behaviour model at the expense of further reducing the acceptable provider be-
haviour types. [28] describes a novel protocol to elicit truthful reputation information in
electronic markets lacking independent verification authorities by correlating the reports
of the seller and buyer involved in the same transaction.

[25] further strengthens this result by theoretically delimiting the minimum set of
conditions necessary for the mechanism to be incentive-compatible. Moreover, using
digital signatures and a contracting protocol, the authors show how the mechanism can be
made secure against identity theft (agents stealing the identity of other agents in order to
benefit from an undeserved reputation) and manipulation by any single agent. A concrete
implementation of this mechanism is deployed on the Agentcities platform [4].

KWEB/2005/D2.4.9/v1.2 August 3, 2005 9



2. STATE OF THE ART

As opposed to side-payment schemes that correlate a present report with future reports
submitted about the same agent, [28] presents a mechanism that discovers (in equilibrium)
the true outcome of a transaction by analyzing the two reports coming from the agents
involved in the exchange. For two long-run rational agents, the authors show that it is
possible to design such a mechanism that makes cooperation a stable equilibrium. The
mechanism involves no independent verification authority, and is easily distributable as
the decision about the true outcome of a transaction does not depend on any past or future
interactions.

10 August 3, 2005 KWEB/2005/D2.4.9/v1.2



Chapter 3

Selected Reputation Model

In this chapter we outline the reputation model that we selected for implementation in
D2.4.6.2. In this report, we focus only on the requirements concerning the reputation
model. The details of our reputation model will be presented in the second version of this
document (due in December 2005) and a prototype implementation will be available as
part of D2.4.6.2.
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3. SELECTED REPUTATION MODEL
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Trusting Agent

Trusted Agent
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Designer

Trust Decision

Value of ReputationSemantics of Reputation &
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Figure 3.1: This figure illustrates the reputation mechanism as an equilibrium solution to
interrelated and conflicting aspects. Note that the reputation mechanism could be physi-
cally implemented by the same agent using the mechanism.

3.1 Overview of Reputation Model

We consider the setting shown in Figure 3.1, where trust between trusting and trusted
agents is mediated by a reputation mechanism designed by a mechanism designer. The
reputation mechanism appears as an equilibrium solution to the following three interre-
lated questions:

1. How do trusting agents use the reputation information in order to make trust deci-
sions regarding trusted agents?

2. What value do rational trusted agents associate with reputation information? This
value depends on the trusting decision of the trusting agent and reflects the influence
reputation has on future gains.

3. How can a designer build a reputation mechanism such that the value of reputation
for trusted agents outweighs the momentary gain obtained when cheating?

12 August 3, 2005 KWEB/2005/D2.4.9/v1.2
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None of these questions can be answered separately. They need to be treated together
such that a stable solution is reached (i.e., the answer to one question does not trigger a
change in the solution of the next).

We concentrate on the two main aspects of a reputation mechanism: (1) the semantics
of reputation and (2) the protocol implementation. A clear semantics of reputation is
given by deciding on:

• The type of feedback collected by the mechanism: i.e., what kind of information
about an agent’s past behaviour is relevant for a trusting agent in making trust deci-
sions. The type of feedback is context dependent.

• Feedback aggregation rules: i.e., how can feedback be aggregated into meaningful
reputation information.

Well defined reputation information results in clear guidelines for taking trust deci-
sions based on reputation and for evaluating the value of reputation.

Regarding protocol implementation, a number of functional properties have to be
taken into account, that determine the quality and the reliability of the mechanism pro-
posed:

1. Incentive-compatibility: agents should have the incentive to provide truthful feed-
back to the mechanism.

2. Security against non-collusion: an important aspect of multi-agent systems is that
agents are independent and do not collude. Certain protocols are robust against col-
lusion, while for others collusion has to be ruled out for example by randomisation
or cryptographic mechanisms.

3. Scalability: implementing the mechanism in a large network of independent, self-
organizing agents leads to non-trivial scalability problems in terms of communica-
tion and information management cost.

4. Robustness: in real-world settings robustness of the mechanism against failure,
faulty information and malicious behaviour cannot be ignored.

5. Bounded rationality: the limits of knowledge and computation time influence agent
strategies and hence the entire mechanism.

The main research methodology will be to develop and implement methods that ad-
dress in particular issues of incentive-compatibility and security against collusion. For
experimental evaluation of the methods we will develop working prototypes and validate
them. An iterative development process will be employed in which the experimental re-
sults will be used to refine the methods and start a new iteration until a stable point is

KWEB/2005/D2.4.9/v1.2 August 3, 2005 13



3. SELECTED REPUTATION MODEL

reached in which no further refinement is needed. Our goal is not only to gain an un-
derstanding of the possibilities and issues regarding reputation mechanisms in distributed
environments, but also to propose algorithms and evaluate them on implementations and
with human participants.
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3.2 Example Scenarios

Due to the complexity of the interactions in distributed environments, we do not expect to
be able to evaluate all properties analytically. Therefore, we will develop a decentralized
software platform and several example scenarios in which reputation mechanisms can be
empirically evaluated and compared through simulation. We will develop demonstration
scenarios and for each of them a software implementation with facilities for gathering
statistics that allows simulating different reputation mechanisms and agent strategies. The
scenarios will be selected so that they illustrate the different kinds of environments that
are being constructed in the Internet, such as for example:

• A P2P file sharing service: Agents need to trust the quality and the availability of
the shared resource, media files in this case. The risk lies in not being satisfied with
the downloaded file, loose more time and energy to find another provider, spend
some more on downloading costs. Reputation information is based on the quality
of service and availability. No exchange of money occurs.

• A decentralized electronic auction marketplace: The buyer agent needs to trust
that the seller will correctly describe the product offered for sale and that he will
cooperate and actually ship the product. Reputation information is based on honesty
(correctly reporting the attributes of the product), predictability (degree to which
the agent will behave as predicted), and integrity (agent makes deals in good faith).
On the other hand, the reputation mechanism itself must be trustworthy in order to
ensure the proper functioning of the market.

• A marketplace for web services: Consumers need to trust that service providers will
offer the promised service at the promised quality level. Reputation information is
context-dependent, i.e., depends on the type of service requested.

• A marketplace for financial information: Decision makers need to trust that the
information on which they base their decisions is correct. A particularity of this
application is that conflicts of interests among organizations may strategically in-
fluence the quality of provided information.

We will first analyze the scenarios and the interaction patterns among the agents to
determine what role trust plays in them. For example, trust can be about the quality of
information, about the reliability of a service, about the honesty of an agent, about the
predictability of its behaviour, etc. Then, we will consider what kind of reputation infor-
mation can be used to improve such trust estimates as well as how relevant information
can be gathered by the agents. The output of this task will provide a full characterization
of the above scenarios along the following four dimensions: (i) interaction type, (ii) value
of trust, (iii) relevant reputation information, and (iv) strategies to collect reputation in-
formation.
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3.3 Modeling and Implementation Techniques

Simple, binary feedback mechanisms can be deployed in many environments. They are
intuitive, easy to use, and require the least effort from the reporter. We will develop theo-
retical models for aggregating binary feedback into semantically well defined reputation
information.

We will proceed by decomposing the problem in two distinct steps. First, we will
study possible models of binary reputation mechanisms when reporting agents are coop-
erative (i.e. they do not explicitly try to manipulate the reputation mechanism), however
not entirely reliable (i.e. they can make unintentional mistakes when submitting feed-
back). For this step, the research methodology is the following:

1. Assume a setting in which reporters always tell the truth and undistorted informa-
tion is available to the reputation mechanism.

2. Derive feedback aggregation and trust decision rules that assign a value to a feed-
back report such that the momentary gain obtained from cheating is offset by the
loss due to negative feedback.

3. Study the effect of mistakes and imperfect information on the value of a reputation
report.

4. Validate the theoretical results in 2 and 3 against a simulated environment in which
reporters make unintentional mistakes.

Second, we will investigate the resulting models when agents strategically try to ma-
nipulate the mechanism. The objective of this second step is to enhance reputation mecha-
nisms with interaction protocols that make them incentive-compatible (i.e. rational agents
have the incentive to report the truth) and secure against manipulation by other agents.

Due to computational limitations or to the inherent uncertainty of the environment,
the behavior of many service providers (trusted agents) can be modelled by Markov
Chains [47]. For such behavior models we will develop interaction protocols based on
side-payments and cryptographic methods that (1) make it in the best interest of the re-
porting agents to file true feedback and (2) make it impossible (i.e., sufficiently expensive)
for agents to manipulate the reputation of any single provider. The methodology used for
achieving this goal involves iteratively:

• Designing interaction protocols achieving the desired properties.

• Validating them in simulated distributed environments in which mistakes and fail-
ures can occur.
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Chapter 4

Conclusion

This report gave an overview of the state-of-the-art concerning reputation mechanisms
and outlined the design of a particular incentive-compatible reputation model that will be
further specified and implemented in KnowledgeWeb WP 2.4.

In an open environment where malicious parties may advertise false service capa-
bilities the use of reputation services is a promising approach to mitigate such attacks.
Misbehaving services receive a bad reputation (reported by disappointed clients) and will
be avoided by other clients. Reputation mechanisms help to improve the global efficiency
of the overall system because they reduce the incentive to cheat [9]. Studies show that
buyers seriously take into account the reputation of the seller when placing their bids in
online auctions [24]. Moreover, it has been proven that in certain cases reputation mech-
anisms can be designed in such a way that it is in every party’s interest to report correct
reputation information (incentive compatible reputation services) [27]. Besides, reputa-
tion mechanisms can be implemented in a secure way [25].

Considering the importance of reputation services in open environments, it is essen-
tial that service discovery and composition algorithms intended to operate in such envi-
ronments exploit these reputation services in order to favor services with a high reputa-
tion. In the second version of this document (due in December 2005) we will define the
interfaces of our reputation mechanism, which will be provided as a web service. An
implementation of our reputation mechanism will be part of the prototype developed in
D2.4.6.2.
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