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Executive Summary

This report accompanies the software prototypes of language-dependent tools for ontol-
ogy evaluation. It describes briefly the tools and how to acquire, install and use them.
There are two categories of tools presented: first, a set of visualisation tools which en-
ables the expert user to view generated ontologies and to perform his own evaluation on
them; second, a set of tools enabling the user to evaluate generated and populated on-
tologies using different metrics. Further details and comparisons of such metrics will be
described and discussed in future deliverables.
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Chapter 1

Introduction

In the field of bioinformatics, there has been increasing interest in the use of ontologies,
because they provide a means of accessing the information stored in large databases not
only by humans (as traditionally was the case) but also by computers. The Gene Ontology
(GO)1 is one of the largest and most important ontologies in the field. By storing terms
and their relations and thereby providing a standard vocabulary across many different
resources, it enables annotation and querying of databases such as SWISS-PROT. For
example, Lord et al. [PSBC03] present methods for measuring semantic similarity in GO
in order to enable querying of such databases for e.g. proteins semantically similar to a
query protein (i.e. which may have different names but are essentially the same).

In the last decade, methods for information extraction have become extremely impor-
tant in the field of biomedicine. Detecting gene and protein names in texts is essential
for knowledge discovery, and the lack of standardisation and presence of both ambiguous
terms and term variation makes the task very complex. Similar mechanisms to carry out
such tasks have been used as for traditional open-domain information extraction (i.e. both
rule-based and machine learning approaches); however, the increasing use of ontologies
has paved the way for the application of ontology-based information extraction techniques
in this domain [WLT+04, BTMC04]. The development of such applications is hampered
by the lack of standardisation and suitable metrics for testing and evaluation [May05].

Until now, ontologies in biology were considered as mere guides for data structure,
with the main purpose being to access the most useful documents and articles according
to the researcher’s interests. Applications such as semantic annotation enable us to com-
bine and associate existing ontologies in the biological field, and to perform an integral
modelling of the disparate biological data sources. Once this is achieved, knowledge can
be extracted from the data repositories by means of agents, annotations and the semantic
grid. Semantic annotation and ontology-based information extraction technologies form
the cornerstone of text mining applications for the Semantic Web in fields such as bioin-
formatics. There has been a great deal of work in the last decade on evaluating traditional

1http://www.geneontology.org
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1. INTRODUCTION

information extraction (IE) systems in terms of performance, e.g. [Chi92], but there has
until recently been a dearth of work on evaluating ontology-based applications such as
automatic ontology generation from text and ontology-based information extraction or
ontology population.

This deliverable was partly motivated by the problem of versioning the Gene Ontology
(GO) and by similar cases in the bioinformatics domain: these are clear cases where
methods for ontology evaluation are important, particularly given the extremely complex
structure of such ontologies. At a recent All Hands Meeting hosted by the UK E-Science
Programme (AHM 2005)2, this issue was discussed by many researchers in bioinformatics
and there was much interest in such evaluation tools.

However, the work presented here is designed to be generic and can be used in any
kind of domain or application. In particular, it forms a part of the ontology lifecycle pre-
sented in this Work Package. This lifecycle consists of the following stages: Generation -
Versioning - Evaluation / Visualisation - Negotiation. In particular, we see the evaluation
and visualisation stage as complementary to the generation and versioning, as it enables
the developer to visualise the effect his changes have made and it aids him to perform
analysis, for example by showing differences in the attachment of instances to concepts.
The evaluation of the concept hierarchy also helps to highlight particular changes and
to show how this reflects on the ontology overall. The visualisation idea used in this
deliverable can also be extended to show different versions of ontologies at the concept
level.

This report accompanies the deliverable D2.3.6 ”Prototypes of language-dependent
tools for ontology evaluation”. It describes briefly the tools and how to acquire, install
and use them. There are two categories of tools presented: first, a set of visualisation
tools which enables the expert user to view generated ontologies and to perform his own
evaluation on them; second, a set of (non-graphical) tools enabling the user to evaluate
generated and populated ontologies using different metrics. Further details and compar-
isons of such metrics will be described and discussed in future deliverables.

2http://www.allhands.org.uk
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Chapter 2

Visualisation Tools for Ontology
Evaluation

2.1 Introduction

This deliverable contains 3 applications for visualising generated ontologies in GATE:

1. A visual output for evaluation (CorpusAnnotationComparison);

2. A visual presentation of the extracted ontology (OntologyBuilderDisplay);

3. A visual representation of shared concepts in the case of multiple document collec-
tions (OntologyBuilderSourceDisplay).

They are available for download as a zipped package from
http://gate.ac.uk/projects/knowledge-web/tools.html

2.2 Required software

The applications for visualisation have been integrated in the GATE architecture[CMBT02],
which is freely available for research purposes and can be downloaded from http://gate.ac.uk/download.
Please note that the current version MUST be used with GATE version 3.0 and not GATE
version 3.1: future versions of the software will be compatible with GATE version 3.1
and later. GATE 3.0 can be downloaded from the regular GATE download page.

The applications make use of the ADUNA visualisation software package, a trial ver-
sion of which is available for free and can be downloaded from
http://aduna.biz/products/technology/index.html.

3



2. VISUALISATION TOOLS FOR ONTOLOGY EVALUATION

To use the visualisation software presented here, GATE 3.0 must first be installed.
Second, the relevant libraries should be placed in the directory gate/lib:

• the jar files from the Aduna lib directory aduna-clustermap-xxx

• the files rio.jar and rio10.jar from the lib directory in the zipped visualisation pack-
age containing the visualisation tools.

The software should work under any operating system, though it has currently only
been tested on Windows and Linux.

2.3 CorpusAnnotationComparison

The first phase of the ontology learning method involves extracting a set of terms from a
corpus. These are then used as a basis for establishing concepts. Naturally the quality of
the extracted terms influences the quality of the final ontology. So, when evaluating the
ontology learning, this first step should be evaluated as well. This is especially important
when comparing the use of different methods to derive these terms.

The FunctCorpusAnnotationComparison utility does the same thing as the Corpus
Benchmark tool[CMBT02] available in GATE, but presents the results in a different way.
Given two corpora with some terms annotated, it computes the correct, missing and spu-
rious terms, and presents the output graphically using the Cluster Map format.The advan-
tage is that this allows the user to directly access the three main term sets, to visualise
recall and precison and to visually compare the performance of different methods.

2.3.1 Using the Comparison Tool

The FunctCorpusAnnotationComparison is a plugin that performs the comparison of an-
notations. It requires two annotated versions of the same corpus (e.g. the system generated
corpus annotations and the gold standard ones, or two different sets of system generated
annotations) and compares one version with the other. A sample set of two corpora is
provided in the directory PerformanceTest.

To run the tool in GATE, carry out the following steps:

• Install the comparison tool plugin using the GATE plugin manager.

• Create a pipeline (not a corpus pipeline) then load the two chosen corpora as lan-
guage resources. For example, load the test corpora from the directory ”Perfor-
manceTest” by creating two new corpora and then populating them with the files in
”clean” and ”marked” (respectively) in this directory.

4 November 30, 2005 KWEB/2005/D2.3.6/v1.0
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• Load the plugin as a processing resource and add it to the pipeline. With the test
corpora provided, the fromCorpus parameter should point to ”marked”, and the
toCorpus to ”clean”.

• Run the pipeline.

• The results will be displayed in a new window.

2.3.2 Results display

The results will be displayed in a new GUI where you can explore the ontology. Navigate
the left-hand side pane to access each concept. When you click on a concept it will
appear on the right hand side and the yellow bullets connected to it will all represent
a document from where it was extracted. Clicking on that ”bag” of yellow bullets you
will see in the pane below the annotations that exist in the corresponding document and
the name of the document. Figures 2.1 and 2.2 show the same results viewed in two
slightly different ways. Both figures show the annotations (instances) extracted from three
different sources, in terms of how they compared with the gold standard set of annotations.
The bullets in blue are the correct annotations, the bullets in yellow are incorrect.

The two figures demonstrate that sometimes it is helpful to look at the results in dif-
ferent ways - there are many other configurations of viewing which are also possible with
this software. For example, in Figure 2.1, the instances are compared with the Gold Stan-
dard set of instances. For each annotation source (Jena, Sesame, Kaon), we can see how
many of the instances were correct (shown in blue) and how many were incorrect (shown
in yellow). In Figure 2.2 we also see the instances belonging to the same three annotation
sources compared with the Gold Standard. However, in this diagram they are shown in
a different way. The circles containing the blue dots in the centre of the figure indicate
the correct instances belonging to each of the three sources, while the circles containing
the yellow instances around the perimeter of the figure indicate the incorrect instances.
This visualisation shows more clearly the comparison between the correct instances of
each source, and the comparison between the incorrect instances from each source, while
the first visualisation shows more clearly the comparison between correct and incorrect
instances from each source.

2.4 OntologyBuilderDisplay

This tool enables the visualisation of the ontology once it has been generated from the
corpus. This visualisation supports the evaluation of the ontology by a domain expert
by enabling him to see how certain concepts were derived, in that it allows access to the
documents where the concept appears. The expert can then analyse how certain concepts

KWEB/2005/D2.3.6/v1.0 November 30, 2005 5



2. VISUALISATION TOOLS FOR ONTOLOGY EVALUATION

Figure 2.1: View of Corpus Annotation Comparison Results

Figure 2.2: Alternative View of Corpus Annotation Comparison Results

6 November 30, 2005 KWEB/2005/D2.3.6/v1.0
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interrelate at the document level, which can lead to the derivation of further conceptual-
izations.

In this situation, the evaluation is done by an expert who relies on his knowledge to
decide if a concept is relevant for the domain. Therefore he does not perform a compari-
son with a Gold Standard ontology. The tool was built to help the expert understand the
extracted ontology and to decide which concepts to keep and which ones to delete. Natu-
rally, when deciding on the correctness of the concepts he performs an evaluation, but this
is not in the sense of a comparison with a Gold Standard. This kind of evaluation is quite
common because it is rare to find pre-existing gold standards against which a comparison
can be made, and they are time consuming and expensive to produce. Even if they do
exist, they may also be flawed, or there may be more than one possible correct solution.

2.4.1 Using the OntologyBuilderDisplay tool

To run the tool in GATE, carry out the following steps:

• Install the OntologyBuilder Display plugin using the GATE plugin manager.

• Load the corpus provided in the directory ”corpus” as a language resource

• Create a regular pipeline (not a corpus pipeline)

• Load the plugin as a processing resource and add it to the pipeline.

• Configure the runtime parameters as follows:

– functionalityStyle sets the style of the functionality type concepts (verb only
will only use the verbs, e.g. Delete; if you add there any other string then both
the verb and its parameter will be used, e.g., DeleteSentence)

– myCorpus - the name of the corpus

– nounLexicon - the location of the file lexicon.nouns

– pruning - sets pruning on and off toggle

– rdfOntology - the location where the extracted ontology (rdf file) should be
saved

– verbLexicon - the location of the file lexicon.verbs

• Run the pipeline.

• The results will be displayed in a new window.

KWEB/2005/D2.3.6/v1.0 November 30, 2005 7



2. VISUALISATION TOOLS FOR ONTOLOGY EVALUATION

Figure 2.3: View of OntologyBuilderDisplay Results

2.4.2 Results display

The results will be displayed in a new GUI where you can explore the ontology. Navigate
the left-hand side pane to access each concept. When you click on a concept it will appear
on the right hand side and the yellow bullets connected to it will all represent a subcon-
cept pertaining to that concept. Clicking on that ”bag” of yellow bullets you will see in
the pane below the annotations that exist in the corresponding document and the name
of the document. Figure 2.3 shows a screenshot of the results. In this figure we can see
the relationship between each of the concepts selected (DataStructure and PrunedMethod)
with respect to the concept Pruned (which is highlighted in the left hand pane. The blue
and yellow bullets this time correspond not to correctness or incorrectness with respect to
a gold standard, but instead to the relationship with concepts from Pruned. All the blue
bullets indicate concepts which are shared between Pruned and DataStructure or Pruned-
Method respectively, while the yellow bullets indicate those concepts which only belong
to DataStructure or PrunedMethod. We can see clearly from the figure that although
PrunedMethod contains many fewer concepts than DataStructure, a higher percentage of
its concepts also belong to Pruned.

8 November 30, 2005 KWEB/2005/D2.3.6/v1.0
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2.5 OntologyBuilderSourceDisplay

In some cases, ontologies will be derived from a combination of different document
sources. Naturally, concepts that are present in all (or most) sources should be the most
significant for ontology building, because an ontology represents a ”shared conceptualiza-
tion”. The OntologyBuilderSourceDisplay utility shows the overlap of concepts extracted
from different sources, allowing the user to filter out those appearing in most sources.

2.5.1 Using the OntologyBuilderSourceDisplay tool

To run the tool in GATE, carry out the following steps:

• Install the OntologyBuilderSourceDisplay plugin using the GATE plugin manager.

• Load the corpus as a language resource

• Create a regular pipeline (not a corpus pipeline)

• Load the plugin as a processing resource and add it to the pipeline.

• Configure the runtime parameters as follows:

– functionalityStyle sets the style of the functionality type concepts (verb only
will only use the verbs, e.g. Delete; if you add there any other string then both
the verb and its parameter will be used, e.g., DeleteSentence)

– myCorpus - the name of the corpus

– nounLexicon - the location of the file lexicon.nouns

– pruning - sets pruning on and off toggle

– rdfOntology - the location where the extracted ontology (rdf file) should be
saved

– verbLexicon - the location of the file lexicon.verbs

• Run the pipeline.

• The results will be displayed in a new window.

2.5.2 Results display

The results will be displayed in a new GUI where you can explore the ontology, The
format is the same as for the OntologyBuilderDisplayTool, the difference being that the
user can see how the concepts from different sources are related (i.e. which ones overlap).

KWEB/2005/D2.3.6/v1.0 November 30, 2005 9



2. VISUALISATION TOOLS FOR ONTOLOGY EVALUATION

Figure 2.4: View of OntologyBuilderSourceDisplay Results

Figure 2.4 shows a screenshot of the results. In this figure, we see the concepts ar-
ranged according to their source. There are three source types: Kaon, Sesame and Jena.
We can visualise here the interrelation of the three source types with respect to Sesame
(highlighted in the left hand pane). The blue bullets represent those concepts contained in
the Sesame sources, So for example the three small circles in the centre containing blue
bullets show (from left to right) the set of concepts which appear in both Kaon and Sesame
(but not Jena), the set of concepts which appear in Kaon, Sesame and Jena, and the set of
concepts which appear in Sesame and Jena (but not Kaon). If we were to highlight the
Jena concept in the left hand pane, we could visualise the interrelations with respect to
Sesame, and so on.

2.6 Conclusion

These tools are a first prototype of visualisation software used to aid the user in evaluation
of ontology building tools, either by enabling the expert to compare the terms extracted,
from which the ontology will later be built, or (in the second stage of the ontology building
process) to examine the built ontology. Some more detailed descriptions of the software,
and a discussion of how such visualisation tools can aid the evaluation process, can be
found in [Sab05]. Note that currently the tools are not quite generic, in that some parts
are hardcoded, for example to deal with specific annotation types. Future work will focus

10 November 30, 2005 KWEB/2005/D2.3.6/v1.0



D2.3.6 Prototypes of language dependent tools for evaluation IST Project IST-2004-507482

on making the tools more generic so that they are more widely applicable.

KWEB/2005/D2.3.6/v1.0 November 30, 2005 11



Chapter 3

Evaluation tools

3.1 Introduction

This chapter describes a set of evaluation tools designed to measure how well an ontology
has been generated or populated, compared with some kind of gold standard. The tools
are currently prototypes only and are not yet completely generic, so that they may require
ontologies and other input data in specific formats. Making these tools more generic will
be part of future work. The tools are available for download as zipped packages from
http://gate.ac.uk/projects/knowledge-web/tools.html

3.2 Comparison of generated ontologies

The ontology comparison tool was developed by researchers at the University of Karl-
sruhe as a means of testing how well an ontology has been generated with respect to a
gold standard ontology, or simply to compare two ontologies. It compares the ontologies
at the structural level, i.e. in terms of the concepts and their positioning in the hierarchy,
and does not take into account the instances with which it is populated (if such exist). The
measures used are defined in [MS01].

The program in its current state is a Perl program which compares two ontologies by
getting as input two ontologies in a simple is-a format. Example ontologies are provided
with the software. Future work involves integrating the software into GATE as part of
the evaluation toolkit. There are two sample ontology files available for download (in
onto compare.zip). Note that the ontologies must be strict taxonomies and a concept may
not appear as a subclass of more than one concept.

12
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3.2.1 Running the tool

To run the program, use the following command:

perl compare_onto_maedche.perl ontology1 ontology2 > result

where ontology1 is the generated ontology, ontology2 is the gold standard ontology, and
result is the name of the file where the result will be stored. The format of the ontologies
should be as the following:

is_a(car,vehicle)
is_a(lorry,vehicle)
is_a(vehicle, mode_of_transport)

The results will be written to the result file, and will contain a list of the concepts
analysed, the number of concepts in each ontology, the semantic cotopy overlap, the stan-
dard cotopy overlap, clustered Precision and Recall, the LTO, TO (taxonomic overlap)
and Average TO (semantic similarity). Precise explanations of these metrics are given in
[MS01].

3.3 Learning Accuracy evaluation software

The Learning Accuracy (LA) tool is a Java implementation developed by researchers at
the University of Karlsruhe, which calculates Learning Accuracy [HS98] for one or more
populated ontologies, compared with a gold standard. The Learning Accuracy metric is
described in detail in [CLS05]: we present a brief description here.

3.3.1 Learning Accuracy Metric

Cimiano et al [CST03] use Learning Accuracy to evaluate how well an ontology has
been populated. It was originally used by Hahn et al [HS98] to measure how well a
concept had been added in the right level of the ontology, but it can be equally applied
to measure how well the instance has been added in the right place. Learning Accuracy
(LA) essentially measures ”the degree to which the system correctly predicts the concept
class which subsumes the target concept to be learned”.

LA uses the following measurements:

• SP = the shortest length from root to the key concept

• FP = shortest length from root to the predicted concept. If the predicted concept is
correct, then FP = 0, i.e. FP is only considered in the case that the answer given by
the system is wrong.

KWEB/2005/D2.3.6/v1.0 November 30, 2005 13
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• CP = shortest length from root to the MSCA (Most Specific Common Abstraction,
i.e.the lowest concept common to SP and FP paths)

• DP = shortest length from MSCA to predicted concept

If the predicted concept is correct, i.e. if FP =0,

LA =
CP

SP
= 1 (3.1)

If the predicted concept is incorrect,

LA =
CP

FP + DP
(3.2)

Essentially, this measure provides a score somewhere between 0 and 1 for any con-
cepts identified in an incorrect position in the ontology. If a concept is missing or spurious,
the score is 0, and if it is correct, the score is 1 (as with Precision and Recall). So LA
provides an indication of how serious the error is, and weights it accordingly.

In its current implementation , an instance of the LearningAccuracy class should be
created by passing the ontology as a HashMap, as well as the concepts comprising the
ontology. Then the method getLearningAccuracy should be invoked between two Strings
representing concepts. The tool has been implemented by the University of Sheffield, and
will later be incorporated as part of GATE.

3.3.2 Running the tool

To compile the tool, type:

javac LearningAccuracy.java CalculateLearningAccuracy.java

To run the tool, type:

java CalculateLearningAccuracy <ontology> <correct>
<system1> [<system2> ...]

where:
<ontology> is the ontology concept hierarchy, in isa(A,B) format;
<correct> is the gold standard populated ontology in instance(inst,concept) format. The
same instance may be assigned to multiple concepts;
<systemN> are the result files to score against the gold standard, in the same instance(I,C)
format.
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Distance: city location=1
Distance: location thing=1
Distance: country location=1
Distance: holiday day=1
Distance: day thing=1
Calculating learning accuracy for ../la_sample_files/test_annotations
Luc: country
Luc: city
Luc: thing
Learning accuracy: 0.7777777777777778

Figure 3.1: Sample output of LA tool

The average LA for each system is printed on standard output, along with the distances
calculated and the Luc (MSCA). Figure 3.1 gives an example of the output.

There are some sample files available on which to test the program:

• locations2.isa is a mini concept hierarchy (note that there must be a unique root
node in the ontology for the program to work);

• testgs annotations is a mini gold standard populated ontology;

• testannotations is a mini result ontology.

3.4 BDM tool

The BDM tool was developed by researchers at the University of Sheffield in order to
overcome some of the problems faced by traditional metrics for evaluation when deal-
ing with ontologies. It will be described in more detail in the future deliverable D2.1.6.2
”Benchmarking of annotation tools”, where we shall discuss different metrics for evalua-
tion of annotation and ontology population. The tool applies a Balanced Distance Metric
(BDM) [May05] to compute semantic similarity between two semantic annotations of the
same token in a document.

The metric has been designed to replace the traditional ”exact match or fail” metrics
with a method which yields a graded correctness score by taking into account the semantic
distance in the ontological hierarchy between the compared nodes. These nodes are called
Key and Response.

The semantic distance is computed on the basis of the following measurements:

• CP = the shortest length from root to the most specific common parent, i.e. the most
specific ontological node subsuming both Key and Response)
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• DPK = shortest length from the most specific common parent to the Key concept

• DPR = shortest length from the most specific common parent to the Response con-
cept

• n1: average chain length of all ontological chains containing Key and Response.

• n2: average chain length of all ontological chains containing Key.

• n3: average chain length of all ontological chains containing Response.

The formula is as follows:

BDM =
CP/n1

CP/n1 + DPK/n2 + DPR/n3
(3.3)

and will also form part of the future deliverable D2.1.6.2.

The current tool prototype has been implemented in Awk, and takes as input two
corpora or documents annotated with concept information from an ontology. Typically
these will be a gold standard corpus (Key) and a system annotated corpus (Result), though
it could also be a corpus annotated by two different systems or variations of the same
system.

The format of the corpora is currently based on the following:

start offset\end offset\token\semantic class\file name

The attributes start offset, end offset, token and file name are obtainable from the
GATE system. The semantic class is derived from the ontology used for the annotation.
This ontology should be in a format in which unique chains are represented on a line,
starting with the leaf concept, and each concept is separated by means of a backslash.

The included example ontology, “ontologyfragment.txt”, contains three chains:

1\Airline\Company\CommercialOrganization\Organization\
Agent\Object\Entity

2\Man\Person\Agent\Object\Entity
3\Abstract\Entity

3.4.1 Running the tool

The program runs on any platform supporting Awk.

Command line syntax is as follows:

16 November 30, 2005 KWEB/2005/D2.3.6/v1.0



D2.3.6 Prototypes of language dependent tools for evaluation IST Project IST-2004-507482

Awk -f compute_BDM.awk dummy ontology annotated_file1
annotated_file2 output_file

The program needs the file “dummy” to run. Example files of the other types are
included in the release of this tool, and should be run as follows:

Awk -f compute_BDM.awk dummy ontology_fragment.txt
key.txt response.txt output_file

”output file” contains the results of this program. For each pair of semantic labels
within the same text span, a line with the following 15 fields of information is produced,
again with backslash as field separator:

1. type of concept co-occurrence in ontology

2. name of annotated file

3. start offset

4. end offset

5. token

6. Key

7. Response

8. CP

9. DPK

10. DPR

11. n1

12. n2

13. n3

14. most specific subsumer

15. BDM score

The example output looks as follows:
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NOT IN SAME CHAIN\ft-BT-07-aug-2001.html\2082\2093\
British Gas\Company\Abstract\1\5\1\4.5\7\2\Entity\0.0646651

IN SAME CHAIN\ft-airlines-27-jul-2001.html\19886\19902\
Monarch Airlines\Airline\Company\6\1\0\7\7\7\Company\0.857143

MATCH\gu-swedish-10-aug-2001.html\198306\198319\
Goran Persson\Man\Man\\\\\\\\1

3.5 Conclusions and Future Work

This deliverable presents some ongoing work on evaluation and visualisation tools for on-
tologies and their versions. One of the main aims of this work is to show how evaluation
and its visualisation forms an important role in the lifecycle of ontology development and
evolution. For HLT (Human Language Technology) applications such as automatic ontol-
ogy generation and population from text, evaluation is an important stage in the software
development process, enabling refinements to be made to the system as appropriate for the
application and scenario. In some cases, evaluation can be performed automatically (for
example, against a gold standard) and regression testing commonly forms a crucial stage
in the development process of the system[MTC+02]. In the case of ontology versioning,
the evaluation and visualisation software enables the user to see how two ontologies dif-
fer, in terms of both the concept hierarchy and of the instances attached to the concepts,
before negotiation takes place (see for example D2.3.7[ELTV06].

Ongoing and future work takes several directions. First, the visualisation software is
being adapted and extended to work with the ontologies used in other deliverables in the
WP such as the MarcOnt ontology. Second, the evaluation metrics are being improved and
extended, and work is currently being carried out to compare the LA and BDM measures
with each other and with traditional Precision and Recall measures. Third, the metrics will
be properly integrated in GATE, Sheffield’s architecture for language engineering which,
amongst other things, is used for automatic ontology population and semantic annotation
(see e.g. KnowledgeWeb deliverable 2.1.4[GCMW+05]). Finally, CLIE[TPCB06], a
tool for Controlled Language Information Extraction as a way of supporting ontology
development, is being developed and will be integrated into the ontology lifecycle. This
will improve the cycle in several ways: by aiding ontology generation and versioning by
enabling existing ontologies to be transformed into a controlled language, rewritten or
modified (using the controlled language) and then regenerated back into an ontology. The
visualisation and evaluation software described in this deliverable will also be a valuable
part of this mini-cycle of ontology development.
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