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Executive Summary

Knowledge domains and their semantic representations via ontologies are typically sub-
ject to change in practical applications. Additionally, engineering of ontologies often
takes place in distributed settings where multiple independent users interact. Therefore,
change management for ontologies becomes a crucial aspect for any kind of ontology
management environment.

One of the main problems is that there are many different ontology languages and no
standard versioning system or methodology has arisen yet, that could provide a common
way to handle versioning issues.

Therefor this deliverable introduces a new RDF-centric versioning approach and an
implementation calledSemVersion. SemVersion provides structural and semantic ver-
sioning for RDF models and RDF-based ontology languages like RDFS. It separates
language-specific from language-neutral features in design and implementation. This
way SemVersion offers a common approach for already widely used RDF models and
a wide range of ontology languages. But SemVersion will also be further developed as an
actual versioning system. That means beside dealing with ontology versioning specific
topics like calculating diffs, practical aspects like data and metadata management for an
applicable system are also considered. The requirements for our system are derived from
a practical scenario in the librarian domain, i.e. the MarcOnt scenario.

In some domains, the knowledge is to vague, to be formulated in current ontology
languages. Therefore fuzzy knowledge representations and adequate reasoning methods
have been investigated in this deliverable. Fuzzy reasoning can capture and exploit uncer-
tain knowledge. Fuzzy ontologies can be versioned by SemVersion as well, as they can
be modelled with RDF.

Reasons and patterns of changes in ontologies should also be considered in an on-
tology versioning context. Therefore this deliverable explains the relations of language,
ontologies and economic forces, that describe the mechanisms of usage and change.
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Chapter 1

Introduction

1.1 Towards a general ontology versioning system

For many practical applications, ontologies (cf. [SS04]) can not be seen as static entities,
they rather change over time. Support for change management is crucial to support un-
controlled, decentralised and distributed engineering of ontologies. First approaches have
been described in [Kle04, Sto04]. But, there is no system yet that functions as a standard
versioning system for ontologies like CVS does in the field of software development.

Reviewing the current approaches to ontology versioning we feel that what is currently
lacking most, is a thoroughly designed, usable ontology versioning system that meets the
basic requirements for ontology versioning and is adaptable for different languages.

An ontology versioning methodology has three main aspects

• versioning data management, that is the systematic storage and retrieval of the data
that make up the versions and the corresponding metadata

• versioning protocols and processes, that is the specification of the interfaces and
the rules of interaction in the versioning system

• specific versioning functionalityfor ontologies, e.g. calculating semantic diffs, se-
mantic merging etc.

Unfortunately most contributions to ontology versioning focus only on the third point.
This might be one reason, why there is no widely deployed ontology versioning system
out there yet.

This deliverable introduces a new RDF-based versioning approach and describes the
new versioning system SemVersion that provides versioning for RDF models and RDF-
based ontology languages like RDFS, OWL flavours or TRIPLE [SD02]. We present a
working methodology accompanied by its implementation in the system SemVersion. The

1



1. INTRODUCTION

Figure 1.1: Lifelines of main ontology and separate suggestions

methodology and the system provide a well-defined core functionality for ontology ver-
sioning. We captured the requirements for the methodology and our system in a real-life
scenario from the librarian domain and from a usage scenario for Semantic Web Services.

Our approach is inspired by the classical CVS system for version management of
textual documents (e.g. Java code). Core element of our approach is the separation of
language-specific features (the diff) from general features (such as structural diff, branch
and merge, management of projects and metadata). A speciality of RDF is the usage
of so-called blank nodes. As part of our approach we present a method for blank node
enrichment which is required for the versioning of such blank nodes.

1.2 Usage scenario 1 – versioning an ontology for digital
libraries

With the use of computers computer-based librarian systems became popular. They are
used to catalogue and search books and other resources stored in libraries all over the
World. Today the Internet is a place where more and more documents of all kinds are pub-
lished. They are often organised within digital libraries. Searching them often produces
poor results and is too slow, because traditional systems are ineffective when adapted to

2 December 15th, 2004 KWEB/2004/D2.3.1/v1.0
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suit the needs of a digital library.

The MarcOnt Initiative1 is an attempt to address some of these problems by creat-
ing an extendable and versatile description system for librarian purposes which will take
advantage of the Semantic Web. One result of the MarcOnt Initiative will be a stan-
dard ontology for digital libraries that incorporates existing standards like MARC212 and
Dublin Core3. The ontology will be easy to merge with other bibliographic ontologies
or to translate to them. It will also support searching4 and browsing (cf. [Y+03]) using
ontology concepts and semantic user profiles e. g. to deduce personal preferences.

To achieve these goals, there is a need to include a wide community of librarians, com-
puter analysts, software developers, programmers etc. in the development process. Only
a community effort can create a recognised standard, as standards are at the end based
on social agreements. Such a community needs the appropriate collaborative ontology
engineering tools.

The core feature of the MarcOnt Initiative collaboration portal is an integrated on-
tology builder. Concurrent versions of the MarcOnt ontology are built out of sugges-
tions proposed by community members (see Fig. 1.1). These suggestions themselves can
evolve over time. After a voting process, some are applied and a new ontology version is
created.

As soon as organisations start to use the current ontology version, the problem arises,
how to develop the ontology further while retaining interoperability between systems
based on different versions of the MarcOnt ontology. There are two possible solutions:
Either by allowing only monotonic extensions or by developing accompanying map-
ping/translation rules between versions. To be able to do so, the ontology builder must be
capable of presenting differences between various versions.

The ontology builder of the MarcOnt portal requires not only a GUI for building the
ontology through submitting changes. It also needs the ability to: manage a main trunk
of the ontology (M1); manage versions of suggestions (M2); generate snapshots of the
main ontology with some suggestions applied (M3); detect and resolve conflicts (M4);
add suggestions to the main trunk (M5) and attach mapping/translation rules (M6).

We generalised these requirements in order to: (i) support the CVS core functions,
(ii) create a system which can be easily integrated into existing ontology engineering
environments such as the ontology builder. Thus our requirements are:

R1 Basic management functions for projects

R2 Retrieve and commit versions, either as full ontologies or as diffs

R3 Branch and merge operations

1http://www.marcont.org/
2http://www.loc.gov/marc/
3http://dublincore.org/
4e.g.http://www.jeromedl.org/

KWEB/2004/D2.3.1/v1.0 December 15th, 2004 3



1. INTRODUCTION

R4 Flexible annotation of versioning artefacts with arbitrary metadata such as “top
voted”, “released” or “temporal view”

1.3 Usage scenario 2 – Ontology Versioning for Semantic
Web Services

Web Services, at their core, are technologies designed to improve the interoperability be-
tween many diverse applications and platforms that exist today (overcoming the limitation
of CORBA, RMI, and similar platform dependent technologies). Although, one main ob-
jective of Web Services is to allow the automatic composition of existing Web Services
in order to create some new services that are able to perform complex tasks (example:
making the travel arrangement for a KnowledgeWeb workshop). The syntax of Web Ser-
vices is pretty well defined and standards have been widely adopted (i.e.: WSDL, UDDI,
SOAP) but they lack semantics. This reduces the interoperability between services in a
heterogeneous environment like the web.

The Semantic Web allows one to define the semantic of a service via content markup
languages, such as OWL and DAML+OIL. Thus, the fundamental component of the Se-
mantic Web will be the markup of Web Services via ontologies in order to facilitate
computer-interpretability, sharing, and mapping. The automation tasks that a semantic
markup of Web Services must enable are: Automatic Web Service Discovery, Automatic
Web Service Execution, and Automatic Web service composition and interoperation.

Automatic Web Service discovery involves automatically locating Web Services that
provide a particular service and that adhere to a requested set of properties. With semantic
markup of services, we can specify the information necessary for Web service discovery
as computer-interpretable semantic markup at the service Web sites and for the service
registry. Ontology enhanced search engine can help automatically locating appropriate
services given a set of requests (properties).[SAMZ01]

Automatic Web Service composition and interoperation involves the automatic selec-
tion, composition, and interoperation of appropriate Web Services in order to perform
some tasks, given a high-level description of the tasks’ objectives. With the semantic
markup of Web Services, the information necessary to select, compose, and respond to
services is enclosed at the service Web sites.[SAMZ01]

Automatic Web service execution involves a computer program or agent automatically
executing an identified web service. Semantic markup of Web Services provides a declar-
ative, computer-interpretable API for executing services. The markup precisely defines
the necessary inputs, outputs, and possible side effects of the execution of the service.
[SAMZ01]

Markup exploits ontologies in order to create a distributed knowledge base of a spe-
cific domain. However, those pieces of knowledge are not static, but evolve over time,

4 December 15th, 2004 KWEB/2004/D2.3.1/v1.0
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which means that the ontologies will also change. The evolution of ontologies causes
operability problems, which will seriously hamper the effective reuse and sharing. The
problem gets even worse when there are a lot of dependencies between data sources, ap-
plications and the ontologies. Thus, it is necessary to have a versioning process that helps
to keep track of the different evolutions. As discussed in [KF01], backward compatibility
should be the main characteristics of an ontology.

1.3.1 Ontology definition

This section gives two different revisions of a seaplane’s ontology. Those ontologies were
inspired from the examples given in [KF01].

Revision n1 : Seaplane-v1 This ontology defines a seaplane as a plane that must land
on the sea, where the sea is modelled as a runway.

class-def Runway
class-def Sea

subclass-of Runway
class-def Plane
class-def Seaplane

subclass-of Plane
slot-constraint type-of-runway

has-value Sea

Revision n2 : Seaplane-v2 The definition of a seaplane is updated, and allowing any
plane that land either on a classic tarmac runway or on the sea to be called a seaplane.

class-def Runway
class-def Sea

subclass-of Runway
class-def Tarmac

subclass-of Runway
class-def Plane
class-def Seaplane

subclass-of Plane
slot-constraint type-of-runway

has-value (Sea or Tarmac)

Remarks:

1. Version 2 of the ontology is not a backward compatible revision (it is incompatible).

KWEB/2004/D2.3.1/v1.0 December 15th, 2004 5
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2. Seaplane-v1 is included in Seaplane-v2, meaning that the interpretation of the data
will not be incorrect, but it will not be complete. (i.e.: We cannot interpret with
Seaplane-v2 that every ”Seaplane” in the data sources (that was constructed with
Seaplane-v1) can actually land on the sea.

1.3.2 Usage scenario ontology versioning

This is an attempt to describe the possible event that may happen during the automatic
composition of Semantic Web Services described by ontologies. A user will connect to a
service that organises travel arrangement. This service must then 1) find, 2) combine, and
3) execute services in order to complete the user’s task.

During the discovery, composition, and execution process, the service will have to
take into account that the ontologies may have changed. We will look at extreme cases
and practice in order to show the necessity of a versioning system. In the first case,
the ontologies are silently changed; the previous version is replaced by the new version
without any formal notification. In the second case, the ontologies are changed following
a well specified versioning framework (like the one in [KF01], section 4.4).

The purpose of the next paragraphs is to explore the inconsistency and/or incomplete-
ness of Web Service data when the ontologies are changed. We will focus on the Service
Discovery process.

Actors & Goals of the use case:

1. A Client that want a travel arrangement for the KnowledgeWeb workshop

2. A Travel Arrangement Web Service (TAWS) to which the client connect to.

3. A Directory Service (DS) containing the list of all callable Web Services.

4. A set of Web Services invocated by the TAWS found in the DS.

The goal is for the TAWS to organise the client’s travel arrangement to a friend’s house
in Canada (the house is actually on the Ontario Lake border). We will focus on getting
the plane ticket. This scenario can be made more complex by studying automatic service
composition and execution.

Use Case: No Ontology Versioning

Issues: Explore the incompleteness of Web Services data when the ontologies are changed
with new one (erasing the old one) without any kind of formal notification.

Assumptions: The Service that books plane tickets has changed its ontology from
Seaplane-v1 to Seaplane-v2 (replacing the old one). The TAWS do not know that the
ontology has been changed.

6 December 15th, 2004 KWEB/2004/D2.3.1/v1.0
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Scenario & Steps:

1. A client starts by connecting to the TAWS and then enters his desired travel arrange-
ment.

2. The TAWS decompose user’s task in sub-task so that each one can be executed by
one specific service.

3. The TWAS will call the service in charge of the plane ticket booking.

4. Because in this case, a Seaplane-v1 is a subset of Seaplane-v2, we cannot interpret
anymore that every ”Seaplane” in the data sources can actually land on the sea.

5. Thus, we might miss an opportunity to take the plane and the TWAS will book a
car instead (meaning we will have to drive for hours).

Use Case: With Ontology Versioning

Issues: Show that with correct ontology versioning we are able to correctly interpret the
Web Service Data

Assumptions: The Service that book plane ticket has changed its ontology from
Seaplane-v1 to Seaplane-v2. This time, the Web Service uses an ontology versioning
methodology like the one described in [KF01]. Thus TAWS will now know that the on-
tology has been changed.

Scenario & Steps:

1. A client starts by connecting to the TAWS and then enters his desired travel arrange-
ment.

2. The TAWS decompose user’s task in sub-task so that each one can be executed by
one specific service.

3. The TWAS will call the service in charge of the booking the plane ticket.

4. Given the versioning mechanism, TAWS discovers that in version 2 of the ontology,
the relationship typeof runway has been completed. Knowing that, and knowing
that our data source was constructed with Seaplane-v1, we can still interpret that
every ”Seaplane” in the data sources can actually land on the sea.

5. Thus, the TWAS will book the plane ticket (meaning that we won’t have to drive
for hours).

KWEB/2004/D2.3.1/v1.0 December 15th, 2004 7



1. INTRODUCTION

1.4 Current versioning approaches

1.4.1 Source Code Versioning

The very popular Concurrent Version System5 (CVS) [Ber90] initially was a collection of
scripts to simplify the handling of the Revision Control System (RCS) [Tic85]. RCS op-
erates in a file-centric way by using a “lock-modify-unlock”-style. However, CVS works
on the syntactical level, not on the conceptual.I.e., it is not capable of versioning objects
and in particular not capable of versioning ontological entities and their complex struc-
ture. The underlyingdiff operation is capable of showing the syntactical differences
between two files (based on the differences of text lines). Subversion [sub04] recently
gained a lot of attention as designated CVS successor.

As theses code versioning system already solved the problem of syntactic versioning,
we will focus on structural and semantic versioning in our approach.

The data and metadata management of the code versioning systems will be a starting
point for design the corresponding ontology versioning system.

1.4.2 Database Schema Versioning and Evolution

As ontologies are also often schemas for instances data, similar problems occur as already
known from database schema versioning (cf. e.g. [Hue97, BKKK87] etc.). [Rod96] gives
an overview of important problems in database schema versioning. A semantic approach
for schema evolution and versioning can be found in [FGM00].

A critical discussion of the relationships between ontology evolution and these ap-
proaches can be found in [Sto04].

1.4.3 Ontology Versioning and Evolution

Following terminology from the database community (cf. [Rod96]) we mainly distin-
guish between ,,ontology versioning” and ,,ontology evolution”. The difference between
schema evolution and ontology evolution is shown in [NK03]. Ontology versioning is
accommodated when an ontology management system allows for handling of ontology
changes by creating and managing different versions of it. Ontology evolution is ac-
commodated when an ontology management system facilitates the modification of an
ontology by preserving its consistency.

A first survey on causes and consequences of changes in an ontology have been de-
scribed in [KF01], followed by an implementation for ontology versioning (cf. [Kle04])
that is based on the comparison of two ontology versions in order to detect changes. Even

5Available freely for download athttp://www.cvshome.org/

8 December 15th, 2004 KWEB/2004/D2.3.1/v1.0
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though there are many ways to transfer an ontology into a new version, this system gener-
ates only one solution based on the set of heuristics. It mainly addresses OWL and OKBC
as representation languages and does not deal with RDF/S specific problems as we do.

An more detailed survey on ontology versioning has already been given in the DIP
project [MRA04].

KWEB/2004/D2.3.1/v1.0 December 15th, 2004 9



Chapter 2

Economic Aspects of Versioning and
Evolution

As the above chapters have shown, evolution and versioning of ontologies are considered
important issues in current computer science research since ontologies inevitably change
over time. In this area a versioning system is to be considered software that should allow
the maintenance of identity relations between evolved ontologies. Each new version of
an ontology should be connected to the other versions in a possibly complex structure of
ancestors and descendants.

Unfortunately, even if in the last years important work has been done in versioning
problems, both the supporting technology and the processes associated with ontology life
cycle management have been focusing on the dynamics of change only from an engineer-
ing and formal perspective.

Conversely, the fact that people need to share meanings in order to perform social and
economic processes (along with meaning) fundamentally embedded into social activity
and economic dynamics has been generally ignored by versioning studies. Anyway, along
this pragmatic perspective, others research fields have observed how economic interests,
practices, and social identities concretely determine, contribute, and facilitate semantic
resistance or change. Intuitively, when meanings change, such changes are affected by
and affect these concrete dimensions of economic and social life. A particular configura-
tion of a system of meanings should be considered as a particular configuration of social
and economic relationships.

The main goal of this section is properly to analyse the underlining causes of change
of ontologies from a socio-economic perspective. In fact, we think that the understanding
of such factors will result in a better capability of developing versioning software tools
that will be able to consider how changes in the ontologies are interwoven with those
social accounts and economic interests that are attached to ontologies. In general, we
say that to understand how mapping changes in order to make consistent to systems of
knowledge versioning should adopt a pragmatic point of view based on social practice.
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2.0.4 Ontologies: description of concepts, relationships and agents

A brief review of the concept of ontology is necessary in order to focalise better on its
main parts. The concept of ontology was taken from the philosophy field and currently
is utilised in technological domains. More precisely, in the latter domain, ontologies are
considered as applied ontologies since they are used for practical reasons i.e. they serve as
means to communicate between different entities. In particular, since an ontology has as
requisite a well defined formal semantic it can be used from computer machines that are
able to interpret data and exchange information according to the ontology. Here a series of
relevant definitions of an ontology are reviewed. One of the first main accepted definitions
of ontology was proposed by Gruber: An ontology is a formal, explicit specification of a
shared conceptualisation that holds in a particular context. [Gru93]. Another interesting
definition is taken from Russel and Norvig that focus on the important role of agents:
an ontology is a formal description of the concepts and relations which can exist in a
community of agents. [RN95]. Furthermore, Swartout focuses on the structure of an
ontology: an ontology is a hierarchically structured set of terms to describe a domain
that can be used as a skeletal foundation for a knowledge base [SPKR96]. In conclusion,
Fensel defines an ontology as a common, shared and formal description of important
concepts in a specific domain. [Fen00], [Fen01].

In more general terms from these definitions we can summarise the characteristics of
an ontology: it is a representation of a set of concept and their relations assumed to exist
in a certain domain from the point of view of a community. The representation is build
up through a particular language that is used to describe the environment and to allow
information exchange between agents. Some example of artifacts with ontological char-
acteristics can help to clearly understand the topic: glossaries, thesauruses, dictionaries
and encyclopedias can be used as a reference points to commonly understand words and to
communicate. A successful communication in a multi-agent system requires not only that
communicating agents share a common language, but also that they are committed to the
same intended model for the semantics of this language. As we have seen from the above
considerations, an ontology properly satisfy these two dimensions [SC03]. In synthesis,
from a technological point of view, the kind of language (that is used to formally describe
concepts, instances and relations) and the view of the world evoked through language
embody the very essence of an ontology: its meaning1.

Starting from this consideration, in the next section we will review some important
socio-economic area that study the change in meaning.

1An ontology necessarily includes a specification of the terms used, (”terminology”) and agreements to
determine the meaning of these terms, along with the relationships between them [Sta03].
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Figure 2.1: Meaning influences practices while practices influence meaning.

2.0.5 Socio-economic approaches and their relevance for meaning
versioning and evolution

The socio-economic issues used here focus on the particular field of economics called
Economics of Language and several sociological approaches. Even if there is no direct
relation between ontology studies in computer sciences, economics of language and soci-
ological argumentations, we think that there is a strong correlation among these fields. In
fact, although with different goals, the objects of study of these areas are the same: how
knowledge representation (ontology) is developed and modified during time, and how
language as the basic element of knowledge representation is produced and modified. In
particular, the socio-economic perspective underlines that meaning change and evolves
during time due to the practices performed by users (see figure 1). In fact, an ontology
provides a shared vocabulary (language) and the representation of the type of concepts
and relationships that exist within a particular domain (knowledge model).

More in particular, the socio-economic perspective emphasises some more general
thought about the peoples needs to share meanings in order to perform social and eco-
nomic processes. Some consideration can be taken into account; people attach to mean-
ings their concrete interests, practices, and identities. In this sense, when meanings
change, such changes are affected by and affect these concrete dimensions of economic
and social life. As a consequence, the way in which meanings evolve cannot be un-
derstood without considering how such changes are caused and impact on social and
economic accounts. Then, a particular configuration of a system of meanings should be
considered as a particular configuration of social and economic relationships.

In addition, some non-exhaustive but concrete question on ontologies versioning can
be briefly formulated: how does the software medium used for the ontologies influence
the development and modification of languages and meanings used among users? How do
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people model an ontology able to encompass the change of meaning in the daily human
practices? What does it mean that an ontology is considered valid from a socio-economic
perspective? How the needs of the ontology users are considered in the development of
an ontology from a socio-economic perspective? That is why we think that the evolution
of an ontology cannot fully understood as a logic, abstract and formal problem. More
in particular, this section wants to investigate how social evolution of meaning can be
reflected as changes in an ontology.

The perspective used here tries to give a response to these questions and to understand,
trough socio-economic considerations, how individuals and groups generate and modify
their language and knowledge in communicating, and to communicate. In the follow-
ing, different socio-economic approaches to knowledge representation and language are
presented.

SSK (Sociology of Scientific Knowledge)

Sociology of scientific knowledge is an empiric sociology aimed at analysing the produc-
tion of knowledge within a particular social context of reference. In particular, this school
of thought focuses on the production of knowledge starting from the different practices
within the scientific communities [Blo76], [Col85]. The principal element that has been
highlight by the different approaches within SSK is that production and sharing of knowl-
edge is based on social consensus. Consensus is dependent from the interests (that is to
be understood not only as economic but as a general social dimension) that the different
communities have. Consensus also determines the correctness of a particular practice. As
a result, communities interests determine the practice to be used in a domain. In gen-
eral terms, a practice can be considered as the set of actions used to do something that
agents perform in a determined community [Pic92]. In conclusion, SSKs scholars state
that one of the main independent variables that influence the production of knowledge is
the concept of interests.

In this sense, from the SSK perspective, using a particular logic-based, language for
representing problems can be considered a practice within a particular community. In-
deed, the use of a particular language depends on contextual factors. Furthermore, the
particular artifacts (instruments) used for laboratory experiments and practices not only
depend on the particular culture of the community, but influence the results of the experi-
ments.

Ethnomethodology

A different branch of social studies is Ethnomethodology. Garfinkel [Gar67] argues that in
praxis there is the possibility to explain the way trough which social members construct
and shared social reality. In particular, the aim of Garfinkel is to explore intentional-
ity related to theory of praxis. In other words, he tries to figure out the concrete con-
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tent of concepts such as: common sense, inter-subjectivity, meaning, etc. In this sense,
Ethnomethodology can be defined as a particular discipline interested in discern how
common sense is used to determine reality and justify behaviours. It studies resources,
practices, and procedures of common sense through which members of a specific culture
produce and recognise objects, events, and courses of action in ways that are mutually
comprehensible [Her84], [Her92]. Therefore, analysis copes with daily life creation and
use of shared meaning (labelling) about world events and objects as unconscious and
never-ending use of methods (accounts) to establish reasonable bases to behave in the
world and claims that this methods have to be explain by social researchers [Lin99].

While, initially, Ethnomethodologist addressed their attention towards the natural at-
titude and practice of common sense and argued that actions are realised by actors in
routine ways and are responsible of the production and justification of social reality, to
date, the aim of Ethnomethodology is to study scientific activity (Study of Work) [Lin93].
In this direction it tries to show, comparably to the SSK, how the production of scientific
knowledge is merely social and is based on repeated mechanisms of interaction in which
cognitive activity is not only the effect but also the source of social reality. Said dif-
ferently, also Ethnomethodology assumes that social practices, for example in scientific
research as well as a martial activity (kung-fu), are essential in the processes of knowledge
production and legitimisation [Gar88], [Gar96].

Situated Learning

The Situated Learning perspective is a socio-practical approach which is linked to both
the constructivist tradition and the more radical approach of post-modern thinking. It
considers knowledge production as a process through which negotiation of meaning takes
place continuously through interaction among social actors. Such process, when sta-
bly repeated, can produce a set of regular actions correlated to a collection of meanings
that identify a social structure, namely, a community of practice. This context represents
knowledge because all the involved elements, both human and artefacts, have symbolic
function because they embed some interpretation on what needs to be done in respect to
the others. In other words, elements represent some established meanings in virtue of
some mutual and stable relations and these meanings imply a sort of rules for subsequent
interactions. As a consequence, the production of both collective knowledge and a shared
identity are considered as two faces of the same social process base on tasks accomplish-
ment [BS99], [BD91]. In this sense, there is a collective learning that is a process of par-
ticipation in contexts and implies people develop a sense of belonging [LW91]. Knowing
how to interact in order to produce meaningful contents implies knowing how to behave
in relation to other members expectations.

Situated Learning, arguing that knowledge is a social and contextual construct, ad-
vises that there are many knowledges that depend on specific actions. As a consequence,
a pluralistic perspective emerges, given that a knowledge cannot be said to be better than
another as far as meaning depends on contextual conditions. This suggests that centralisa-
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tion or standardisation are not correct solutions in order to express the wealth of meanings
and perspectives that populates an organisation when red as a knowledge system. More-
over, such redundancy should be accepted and exploited as an opportunity to generate
value. Moreover, the link between learning and identity formation suggests the oppor-
tunity to emphasise how every intervention about knowledge -far from being neutral-
influences, impacts, and is driven by the interests of different communities.

Economics of Language

As said, trying to comprehend how individuals and groups generate and modify their
knowledges, we need to take in to account various perspectives in language studying.
And, besides philosophical, sociological, or cognitive theories, we advise that also Eco-
nomics seems to explain human behaviours related to language. Indeed, according to the
discipline named Economics of Language, theoretical frame of economics can be useful
to recognise new factors that can be put in relation to knowledge processes. In particular
[Gri99] gives a definition of this branch of study: The economics of language [] refers
to the paradigm of mainstream theoretical economics and uses the concepts and tools of
economics in the study of relationships featuring linguistic [] variables; it focuses prin-
cipally, but not exclusively, on those relationships in which economic variables also play
a part. Along these lines, in this section our objective is to understand how cost-benefits
logic affects language considerations.

Reviewing Economic of Language researches [Har04], [Gri02], [Bre97], [GV97],
[Chi91], [GV83], [Hoc97], we can recognise different traditions of study. As [Gri02]
points out there are two main approaches, the first is referred to the researches conducted
primarily in the North-America area and considers language as an explanatory factor of
economics (e.g. language as a determinant of labour income); the second is related to
more recent European studies which stress the role of economic aspects on affecting lan-
guage variables (e.g. income as a determinant of language maintenance).

Our purpose is to identify from this literature some detected language factors that can
suggest an economic interpretation of knowledge changes.

Language as Human Capital

One of the main approaches is based on Human Capital Paradigm [Bre64]. Human capital
is defined as the stock of skills, physical and mental health, knowledge, and so on, which
are a contributing source to a persons earning power. Human capital growth is the result of
investments of resources in that form of capital and is possible if current consumption is
less than current actual and potential income. Namely, human capital is the accumulated
stock of produced means of production. From this point of view, learning one language is
an investment of resources (tuition fees, dictionaries, grammars, cassettes, books and, of
central importance, time not allocated to other valuable activities including leisure) and
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instruction is an example of this investment.

Such Economics studies on language are remarkable since they have detected impor-
tant factors on the costs and yields of modifying language. Analysing costs, the ability
of the learner is the first factor that has an impact on investment; secondly theres the in-
fluence of the family and especially of teachers and schools in terms of competence to
perform language and ability to motivate learner; finally, another element is mentioned
that may be called linguistic intolerance: its proved that a status of inferiority acts as a
deterrent or as a barrier to investments in quality improvements. Besides these cost fac-
tors, there is a gross yield on improve languages investments. It includes income, social
status, and a cultural component (which allows the individual, after a certain volume of in-
vestment, to enjoy literature, the arts, and a rich social interaction with other ”cultivated”
members of her society, and of other societies as well). Its to note that, as [Breton, 1999]
argued, when the cultural yield (say identification function) is too low, the extinction of
languages is inevitable.

Especially, the human capital approach has been applied to bilingualism studies. Re-
searches state that, in a market equilibrium, prices will be set in labour markets and in the
language training market such that individuals learning a second language will be com-
pensated by a favourable wage differential, such that the present value of the additional
earnings just compensates for the cost of learning that language (included in ”cost” are
the foregone earnings due to time spent learning the second language). But this dynamic
version of the paradigm, it is held [Gri90] and [Gri92] that the marginal resource cost
of investing in a second language is reduced, in a second period, by the positive effect
of the human capital (the second language) that has been accumulated in the first period.
In other words, the positive effect on subsequent capital formation is like an investment
return from the production of some amount of language capital at time t that reduces the
investment costs at t + 1.

Language as public good

Several studies underline the economic dynamics of the language (spread, survival and
decline) and are linked to economic literature of network externalities [Dal99], [CK93].
Network externalities are assumed to exist with language, so that, say, an individual that
chooses to learn a particular language confers a benefit upon all those currently using
the same language. In particular, an additional (n+1)th individual speaking the same
language would yield direct benefits to all others by adding 2n potential new interactions.
An additional member of a linguistic group will also provide an indirect benefit to other
members by increasing the demand for language-sensitive goods and services (schools,
libraries, bookstores, broadcasting, theatre productions, etc.) and thereby, if economies
of scale are present, improving the supply and the variety of such services within the
community. Put differently, when the individual’s choice is between two competing and
mutually exclusive communication language, a switch from one to another confers a cost
on all those using the discarded language, as the size of their compatible group has been
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diminished. As a consequence, we can understand that the number of speakers appears
one of the most appropriate factor in determining the communication value of a language.
In fact, the reward obtained by each individual who joins a language community is due to
the new potential for communication thus acquired.

A consideration stems from this line of argument. If an individual, who speaks lan-
guage A and moves to another group, confers an external benefit on all speakers of A
within the host group and a loss on all speakers of A in the source group, then one can see
the presence of a positive feedback effect between A language network externality and
migration in response to economic opportunities which are specific to one group. Hence,
because each member of a language community obtains a reward whenever their commu-
nity expands, migration plays an important role in the long-term evolution of language use
(and also cultural and ideological elements) through its impact on language group size.
What is more, there is evidence [HR] that migration tends to induce trade flows, because
persons bring both established tastes with them, and tastes are to some extent specific to
the group of production and because immigrants have the knowledge and contacts neces-
sary to establish and maintain bilateral trade linkages. In other words, network, enlarging
socio-economic development, does not benefit only its members, that is its native speak-
ers, but the economic system as a whole. For the same reason changes in ontology can be
seen as network externalities effects influenced by decision to join a group and shaped by
migration movement.

Its to note also that network externalities can be explained taking in to account that
language can be seen as a public good [Dal99]. This means social increasing returns as-
sociated with single language use exist because language quantity is not reduced when
someone consumes some of it and at the same time is accessible to all. This language
characteristic has a negative implication: neither costs nor benefits related to network ex-
ternalities are incorporated in individuals’ decision criteria. So, when individuals make
a choice to use, in a relatively permanent sense, one language or another, a set of costs
and benefits arise and thus a discrepancy arises between privately determined language
choices and those that would maximise social efficiency [CK93]. This is because the bal-
ancing of private costs against private benefits does not take into account consequences
of that decision for the size of the network and thus the benefits to others on the network.
Then, when network externalities exist, private investment decisions on language adop-
tion will not result in an optimal allocation of resources. This means that a person will not
learn the second language as well as she could. In addition, other persons will do like her
so that the number of persons learning the second language will be too small. The size of
the decentralised under-investment in second languages is a function of the degree of im-
perfection in the mechanism that ”coordinates” investment decisions. Due to the fact that
language use is a public good and cause network externalities that increase the language
cost for individuals, it can be read like a natural monopoly. Accordingly, there is the
possibility that a language becomes the historical equilibrium lingua franca. That is, the
development of a common language accomplishes an improvement in collective welfare
by internalising those effects that tend to be left out of an individual’s decision process.
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Its to recognise that the emergence of a lingua franca is like a new technological inno-
vation which reduces the costs of communicating among individuals and consequently
confers benefits to all (though not necessarily in equal amounts) who are communicating
[Lam02]. Only those, who have to invest resources in the learning of the lingua franca,
pay to reap the benefits, individuals whose mother tongue is a lingua franca receive a
benefit from that fact alone. Its what [BM79] called the ”seigniorage of language”. From
ontology point of view, changes can be directed toward more efficient communication in
terms of collective cost.

Its to note that no a priori reasons are found to explain why a language is the cur-
rent lingua franca. Students say that small ”historical events” select one language but
that one, then, tends to ”take off”, and ”lock-in” communication practice. An attempt
to give an analytical explanation by [Dal99] proposes four possible elements associated
with language diffusion: Large set-up and fixed costs such as those associated with the
investment necessary to the maintenance and development of a modern language give
the advantage of falling unit costs as the size of the speech community expands. Learn-
ing effects improve the efficiency of investments in language capital, of the provision of
language-related services, and more generally of the activities meant to promote a lan-
guage diffusion and export. Coordination effects refer to the advantages associated with
undertaking actions and making choices synergetic to those of the other individuals in the
same environment. Adaptive expectations, finally, account for the fact that the increased
prevalence of a language enhances beliefs of further prevalence. In this sense Dalmazzone
asserts: the linguistic composition of a given society may evolve more as a consequence
of some crucial past event than of the current objective situation.

Language as transaction cost

In some investigations [SB93], [OCK98], [Hol87], [Gri94] it is asserted that a common
language is a medium that enhances organisation, coordination and management activi-
ties, through the sharing of knowledge and the creation and the diffusion of innovations.
From this perspective, language differences are considered like any other barrier to trade
and require the expenditure of resources if they are to be overcome. Therefore, language
is recognised to be a specific transaction cost [Wil75]. This interpretation allows some im-
plications. Firstly, because language differences are barriers that can be overcome only by
using scarce resources, one would expect people of the same language to exchange more
(as well as to work more) with each other than with people who are of a different language,
since that will economise on scarce resources and reduced number of participants. In this
regard, some studies show that investments within linguistic families, for example Italian
and Spanish, benefit from economies of scale. Concordantly to this, [Hel99] demonstrates
that the condition that makes trading possible is the actual possibility to communicate be-
tween language groups and it is not groups geographic closeness. [Har95] argued also that
the higher is the cost of overcoming other kind of barriers to trade (e.g. the geopolitical
location of a country, its economic relations with other countries, the level of industri-
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alisation and institutions), the lower will be the yield on resources invested in language
barriers. In particular, there are essentially language brokers (interpreters and translators)
and they can mediate ”communication” among a large number of monolingual individuals
of different languages, permitting more communication to take place per unit of resources
than if the same volume of resources had been used to increase the number of bilingual
people. Brokers are an intermediate solution with respect to monolingual strategy and
multi-language learning strategy in case of numerous cultural communities and represent
a specific investment strategy that maximise earning. However, because their presence
serves to lower the yield on second languages and, as such, leads to a smaller number of
bilingual persons in any given context, they correspond to a quite high-risk rate strategy
in respect to content diversification and innovation opportunities.

Language As Optimal Structure

There are economic explanations of the work language based on the idea that language
can be interpreted as a content dimension of consumption and production. Researchers
deemed this matter in several ways. Some studies stressed the role of production in the
maintenance and development of a language. For example the literary productions in a
certain language contribute to the utility value of this language. Accordingly, because the
activities can be performed in one or another language, such activities can be seen as the
ultimate arguments of utility function of a language. As a consequence, the cost of car-
rying out an activity in a given language should be considered. In this direction [Hoc97]
analysed changes in production costs functions depending on the language characteristics
of the outputs. Similar studies are interested in observing negotiations of languages in
use among organisational communities. In particular they argue that centralisation of lan-
guage is sub-optimal solutions for an organisation because many languages necessarily
exist that are related to inter-organisational and inter-organisational groups. Different lan-
guages have to coexist because differential efficiency is related to their different functions,
competencies and identities. Along this line, [Col91] focused his work on the choice of
language in conversations among people having different linguistic attributes. There are
other researches that, assuming that the language in use in a firm depends on owner-
ships preferences, empathise the role of constrains in the emergence of a work language.
There are constrains posed on marketplace (e.g. purpose of distribution in local markets),
technology tools (e.g. diffusion of innovations in information and communications tech-
nology), and workforce practice (e.g. availability of linguistically trained labour force).
Due to this, the language emerges as optimal solution coming form the interaction of these
previous factors [Bre98], [BG96], [Bou82]. Through a more analytical method [SP91],
[Pra01] game theory to define language content from a discourse situation that in gen-
eral is one of the possible meaning of a sentence varying from situation to situation. By
means of the ideas of rational agency, strategic interaction and equilibrium, developed by
economists like Von Neumann, Arrow, Nesh, Debreu and Aumann, Prashant; content as a
function of agent architecture, sentence meaning and situation of utterance. Prashant as-
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sumes that language is context-dependent action and agent chooses this action (utterance
and interpretation) from a set of actions based on the high expected utility. The author
asserts also that agent take into account other agents actions generating a complex interac-
tion considering knowledge and beliefs and especially shared knowledge of the situation
as far as agents dont have incentive to change. In this sense, students as [Blu99], [Rub00]
say that, because a language is structured by subjects, which have their perception of the
world and try to construct language in order to maximise their utility, it tends to evolve in
an optimal structure. At the same time this studies advise that a language influences the
way humans perceive the world, first because its structure (not the content) can drive the
agents choice in a specific direction, second because it can influence the decision through
existing ways (content) to formulate alternatives [Rub98], [Lip02]. What is asserted is
that a language can survive if it is efficient in transmitting a great amount of information.
The intent then is to define one general optimal structure that gives reason to a languages
preservation. Following [Lip02], this optimal structure is based on four criteria: the abil-
ity to identify objects; the ability to indicate relations between objects; the acquisition
facility; the ability to communicate new and unexpected events.

2.0.6 Relationship between socio-economic approaches and ontology
versioning and evolution

Starting from the research areas above proposed, it is possible to suggest some general
idea of how they can influence ontology versioning and meaning evolution. These ideas
will be underlined for each area, and than a general conclusion will be proposed.

Sociology of scientific knowledge(SSK): Turning these considerations in the field of
ontology development, it is possible to state that the utilisation of a particular language
and perspective in a community underlines some implicit ontology that derives from some
core interest of the community. In particular:

1. The communities interests influence the practices of every day work.

2. In turn, the practices influence the way in which knowledge is produced and repre-
sented.

3. Ontology construction and evolution depends form the interests that influence rep-
resentation of knowledge.

4. If the communities interests change, practices and ontologies will change.

Ethnomethodology: The ontology is an expression of the way in which work and
knowledge are concretely organised around artifacts used in the work.

1. Stability of ontologies is the result of the productive routines i.e. the practices in
the every day work.
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2. The artifacts have a key role in understanding such practices (and the knowledge
sharing).

Situated Learning: This approach suggests that different ontologies are systems of
meaning correlated to different practices and communities of users so that versioning
should take into account identity factors in communities of practice to explain changes in
ontologies. Furthermore, Situated Learning recommends to put the attention on practice
negotiation in inter-community relations that allow changes of meanings. In particular:

1. A community creates and develops a particular representation of the domain (on-
tology) according to its identity.

2. Modifications of the ontology depends on the:

(a) Relevant identities that manage the resources.

(b) The introduction of new individuals in the community (that do not share, at
least at an initial time, the identity).

(c) The interaction with different communities (identities).

Economics of Language: The Economic of Language perspective underlines that the
use and evolution of ontologies can be affected by different economic principles. For
instance, this perspective suggests that the investment in an ontology represents a sunk
cost in human capital due to the fact it is subjected to path dependencies in subsequent
investments evaluations.

Additionally, the more an ontology is popular the more there is a reduced risk for its
future use. This perspective sets up positive feedback effects on their adoption. Con-
sequently, ontologies that are expected to be popular will be used, even if they are not
the fittest. Further, one can view ontology evolution as a specific investment to facilitate
inter-group communication needs, that is, changes in representation are lead by specific
inter-group exchange. Moreover, mediators among different ontologies correspond to a
specific strategy that reduces cognitive costs but increase meaning creation.

An ontology is also influenced by pragmatic factors and can be interpreted as a group
negotiation based on difference practices and competencies. Anyway, because the ontol-
ogy can frame its own changes by means of syntactic and semantic previous productions
its endurance depends on its adherence with pragmatic needs. Summarising, the use and
evolution of an ontology could be affected by:

1. Externality effect.

2. Adoption costs.

3. Ability to identify relevant objects and relations of the domain.

4. Past ontologies developments.
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Each approach underlines the close relation between the domain to be represented and
who is the person involved in the construction and evolution of meaning structures. Tech-
nology and methods/tools used to acquire information are crucial factors in determining
the structure of an ontology. In fact, they influence the practices and the conceptualisation
of knowledge.

Practices heavily influence the meaning production and evolution. Practices analysis
could allow the understanding of ontologies production and change.

In conclusion, from a research point of view, these approaches underlines that ontol-
ogy versioning methodologies should consider the importance of everyday practices since
practices are one of the key factors that influence meaning evolution. Further, methodolo-
gies should consider also the concepts of interest and/or identity.
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Chapter 3

Versioning Methodology

3.1 A layered approach for versioning various ontology
languages

On one hand our goal is to support as many ontology languages as possible with our
versioning system. On the other hand we want to provide this support as specific as
possible. That means SemVersion should provide general versioning features independent
of the ontology language used. At the same time, it should be easy to integrate functions
that are specific for a particular ontology language, like calculating semantic diffs.

To achieve this, we chose an RDF-based, layered approach. In this section we describe
how our approach follows the Semantic Web architecture, why RDF is particularly suit-
able as a basis layer, and explain the roles of the RDF versioning layer and the ontology
versioning layer in our approach.

3.1.1 Following the layered architecture of Semantic Web languages

For the Semantic Web, a layered architecture has been suggested [PS02]. These layers
define different aspects of the Semantic Web like syntax (Unicode, XML, URI), data
model (RDF, RDF-Schema) and semantics (ontology vocabulary, logic, proof).

In the Semantic Web architecture RDF plays a key role as a universal data model that
is generic enough to encode all the ontology languages needed for representing richer se-
mantics. [BKD+00] and [D+00] demonstrate how new ontology languages can be created
on top of RDF and RDF-Schema and how this was done to create the DAML+OIL on-
tology language which evolved into the Web Ontology Language (OWL) [SD04]. OWL
comes in three different flavours (Lite, DL, and Full) and even more OWL flavours are
suggested such as DLP [G+03]. But there are also Horn logic based languages that are
encoded in RDF like TRIPLE, a rule-based language proposed in [SD02]. Since there are
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Figure 3.1: Core elements for representing semantics in ontology languages
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Figure 3.2: Layered view on ontology languages

more and more RDF-based languages, a versioning system that is based on RDF, seems to
be a good basis for reaching our goal to support as many languages as possible as specific
as possible. The next subsection describes, why RDF is particulary suitable as data model
for ontology languages.

3.1.2 RDF as structural core of ontology languages

The most elementary modelling primitive that is needed to model a shared conceptuali-
sation of some domain is a way to denote entities and to unambiguously reference them
(Figure 3.1). For this purpose RDF uses URIs, identifiers for resources, that are supposed
to be globally unique. Every ontology language needs to provide means to denote entities.
For global systems the identifier should be globally unique. Having entities, that can be
referenced, the next step is to describe relations between them. As relations are semantic
core elements, they should also be unambiguously addressable. Properties in RDF can
be seen as binary relations. This is the very basic type of relations between two entities.
More complex types of relations can be modelled by defining a special vocabulary for this
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purpose on top of RDF, like it has been done in OWL. Figure 3.1 illustrates that denoting
and stating relations between entities are the second core element in semantic models.

The two core elements for semantic modelling, mechanisms to identify entities and
to identify and state relationships between them, are provided by RDF. Ontology lan-
guages that build upon RDF use these mechanisms and define the semantics of certain
relationships, entities, and combinations of relationships and entities. So RDF provides
the structure in which the semantic primitives of the ontology languages are embedded.
That means we can distinguish three layers here: syntactic layer (e.g. XML), structural
layer (RDF), semantic layer (ontology languages) (see Fig. 3.2).

The various ontology languages differ in their vocabulary, their logical foundations,
and epistemological elements, but they have in common that they describe structures of
entities and their relations. Therefore RDF is the largest common denominator of all
ontology languages. RDF is not only a way to encode the ontology languages or just an
arbitrary data model, but it is astructureddata model that matches exactly the structure
of ontology languages.

3.1.3 RDF-layered ontology versioning methodology

Derived from the considerations above we propose a layered RDF-based ontology ver-
sioning methodology.

As the base layer, we suggest anRDF versioning layer that manages versions of
RDF models and their metadata. The metadata itself consist again of one or more RDF
models. This leads to a very generic versioning system, where client system can store
their version-related metadata. By systematically storing and allowing access to versions
of RDF models and their metadata the RDF versioning system provides the complete
data management that every versioning system requires. The system can also calculate
structural diffs between two RDF models. This is the set-based difference between the
two triple sets of the models. The RDF layer is thus responsible for

• versioning data management,

• structural diff, and

• storage layer access.

The RDF versioning layer is a full, usable RDF versioning system on its own. It can also
be used to version RDF-encoded ontology languages as well, by creating anontology
versioning layer on top of it. This ontology version layer should provide the following
additional language specific versioning functions:

• Semantic diffs that take the semantics of the specific language into account.
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• Merging with semantic conflict detection as language specific conflicts can not be
detected at the RDF level.

3.2 Versioning on the RDF layer

Commit and branch are pure data management operations. Diff, merge and conflict de-
tection depend on the used data model. As merge and conflict detection depend on diff
calculation, the diff operation is really at the heart of a versioning system. Versioning on
the RDF data layer consists of the core functions download, diff, commit (R2), branch
and merge (R3), which will be described first. We then explain additional management
functions necessary for a full versioning system (R1, R4).

The most well-known versioning system in the developer community is probably CVS
[Ber90]. We explain the SemVersion terminology by referencing the CVS terms.

download via HTTP GET in SemVersion is equivalent to a CVScheckout . It is the
same asupdate as SemVersion has no locking mechanism.

commit can either be done by committing RDF models or by committing RDF diffs. If
the RDF models in question are too large to be send over the network, committing
diffs is required. Is this case one needs a way to address blank nodes unambigu-
ously, to be able to update them correctly as well. We present ourblank node en-
richmentapproach. If a user commits a new version of an ontology, it is considered
an update to an existing version.

diff in SemVersion returns a triple-set-based difference between two models. This is a
structural diff in contrast to asemantic diff, which takes also semantically inferred
triples into account.

branch and merge work the same as in CVS.

In an ontology life cycle, one can distinguish the engineering phase and the usage phase.
The difference between the two phases is: Once an ontology is used, that specific version
should not change without notice. In our model, we don’t distinguish between these
two phases. Instead every ontology version is accessible unchanged via HTTP for an
unlimited period of time. To enable automatic updatable versions we introduce ,,magic
URLs” that refer to the most recent version of a given ontology in a given branch.

In an ontology versioning context retrieval will be the most often accessed operation,
as e. g. RDFS or OWL ontologies are referred to by their URLs. This implies that released
versions of an ontology have to be downloadable via HTTP.
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Version A
<anon-73> :hasAuthor "Jim Hendler".
<anon-73> :hasTitle "Robots for Kids".

Version B
<anon-24> :hasAuthor "James Hendler".
<anon-24> :hasAuthor "Allison Druin".
<anon-24> :hasTitle "Robots for Kids".

Conservative diff(A,B)
+ <anon-24> :hasAuthor "James Hendler".
+ <anon-24> :hasTitle "Robots for Kids".
+ <anon-24> :hasAuthor "Allison Druin".
- <anon-73> :hasAuthor "Jim Hendler".
- <anon-73> :hasTitle "Robots for Kids".

Better diff(A,B)
+ <anon-65> :hasAuthor "James Hendler".
+ <anon-65> :hasAuthor "Allison Druin".
- <anon-65> :hasAuthor "Jim Hendler".

Figure 3.3: Diff Example

3.2.1 RDF specific function

RDF Diff

The most important function of versioning systems is the computation of a ,,diff”, the
difference between two arbitrary versions. It allows users to see and discuss about changes
between versions and decide about their acceptance. In the next paragraphs we will look
at ways to calculate and represent structural diffs.

Thediff function d(A, B) → 〈a(A, B), r(A, B)〉 is a non commutative function from
two triple sets (A, B) to two triple sets of added (a(A, B)) and removed (r(A, B)) state-
ments, witha(A, B) = B − A = B\(A⋂B) andr(A, B) = A − B = A\(A⋂B).
Such diffs can be computed by simple set arithmetics for triple sets that contain only
URIs and literals, as shown in [KSO02]. Unfortunately, blank nodes make the diff more
complicated. If a user commits a new model and later requests a diff, the system cannot
tell whether two blank nodes are equal or different. They have by definition no glob-
ally unique identifier. Literals are no problem, as they may only occur in the object of
a statement. As shown in the example in Fig. 3.3, there are always two possible diffs.
The conservative diff assumes that blank nodes between two models are never equal, fol-
lowing the RDF semantics for blank nodes. This can be semantically wrong, if a blank
node in one model represents the same resource as a blank node in another model. This is

KWEB/2004/D2.3.1/v1.0 December 15th, 2004 27



3. VERSIONING METHODOLOGY

@prefix rdf:, rdfs: – as usual
@prefix ts: – the triple set ontology
@prefix u: – namespace for world-wide unique, generated URIs on this SemVersion server
@prefix bne: – bnode-enrichment ontology
@prefix : – a versioned ontology namespace
@prefix ov: – SemVersion data model
ov:added a ts:TripleSet ;#added

ts:member u:322169000832000001.
u:322169000832000001

rdf:subject ¡anon-32¿;
rdf:predicate :hasAuthor;
rdf:object ”James Hender”.
rdf:predicate :hasAuhor;
rdf:object ”Allison Druin”.

ov:removed a ts:TripleSet ;#removed
rdfs:label ”removed” ;
ts:member u:322169000832000002;

u:322169000832000002
rdf:subject ¡anon-32¿;
rdf:predicate :hasAuthor;
rdf:object ”Jim Hender”.

# bnode enrichment
¡anon-32¿ bne:id u:322169000832000003 .

Figure 3.4: Example for RDF diff encoding as RDF model using blank node enrichment
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especially true for two versions of the same model. Thus a better diff is needed, but only
possible, if blank nodes can be identified unambiguously.

We propose to overcome this problem by uniquely identifying blank nodes. This can
be done by using a technique we callblank node enrichment. Blank node enrichment
creates an ,,enriched model” from a normal model by introducing a new propertybne:id1.
The value of thisidentifier propertyplays the role of an inverse functional property like
in OWL. We chose to use a globally unique URI which can be created by a generator as
described in Section 3.4. Blank nodes should only have one such property value assigned.
This unique URI makes blank nodes globally addressable, while they remain formally
blank nodes in the RDF model. All existing RDF semantics are still valid.

Most RDF processing tools will leave this information intact. In the MarcOnt sce-
nario, a dedicated ontology builder is used, so this constraint can be enforced. In SemVer-
sion, the content of every version is blank node enriched before it is stored in the RDF
storage layer.

If a user edits an ontology locally and deletes all statements involving a particular
blank node, SemVersion can deduce that it has been removed from the model. If a user
locally creates new blank nodes, the tool she uses might not use blank node enrichment.
SemVersion then finds no reference to existing nodes and correctly identifies the added
blank nodes. If a user commits a plain model without identifier properties for some blank
nodes, SemVersion falls back to a conservative diff for the non-annotated blank nodes and
assumes they are new.

If a user commits a diff as an update to a previous version, this diff should also be
blank node enriched, in order to work properly.

For representing RDF Diffs it might be desirable to have a single RDF model con-
taining the whole diff information. There is no standardised way to express sets of
triples within a single RDF model. The most common approach – addressing triple
sets by the URL of the document containing the RDF triples – has no defined seman-
tics. Delta[BLC01] proposes ,,quoted graphs”, Named Graphs[CBHS04] proposes a new
XML-based encoding called ,,TriX”[CS04]. Both proposals work outside the RDF model.
We chose the following RDF-friendly approach: A triple is made addressable by reifica-
tion, sets of triples are represented as rdfs:Bags. This leads to a trivial triple set ontology2.
A full RDF diff contains a triple set of added and a triple set of removed statements. Ad-
ditionally the blank node enrichment statements have to be added, as shown in picture
3.4.

In the SemVersion API we additionally provide a diff represented as multiple, URI-
addressable RDF models.

1with @prefix bne: http://SemVersion.ontoware.org/bnode-enrichment#
2Available at http://SemVersion.ontoware.org/2004/12/tripleset
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Figure 3.5: A sample version tree

Branch and Merge

Branch and merge operations allow ontology engineers to follow multiple development
paths in parallel. A branch operation works like a commit, but the new version is consid-
ered to be in a new branch, marked by a different branch label.

For merge we distinguish a merge between two arbitrary versions and the merging
of two branches. It is possible to merge arbitrary versions, no only those at the end of a
branch. A merge of version A and version B is simply the set union of the triple sets.

Merging two branches is different. First we look at the branch pointc, which is defined
as the most recent common version of the two branches. Such a version always exists, as
branches can only be created by committing a version to an existing version. We also take
two versions from the different branches, in most cases the most recent ones, and call them
a andb. Consider the example version tree given in Fig. 3.5. Herec = A, a = A′′, b = B′′.
In order to mergeb back intoa we compute thediff(c, b) and apply it toa.

Conflict Detection

RDF models themselves are never in a conflict state. But a diff between two models can
indicate a conflict on the ontology layer. SemVersion uses a simple conflict detection
heuristic, that detects if a diff adds statements about a resource that was present inc, but
has been removed on its way toa. This means, the URI of a resource was used in triples
from c, but no triple ina contains this URI.

3.2.2 Management Aspects Of Versioning

SemVersion uses the data model depicted in Fig. 3.6. We first briefly explain the definition
and basic operations of each concept:

repository is the root data element for an SemVersion server. Operations: add/remove/list
projects, create/delete versioned model;

project is a set of models. Operations: add/remove/list versioned models;
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Figure 3.6: Data Model for RDF Versioning

versioned model represents the concept of a thing, that has different versions and branches.
Operations: list versions, commit RDF model or RDF diff, commit RDF or RDF
diff as branch, list version tree, get current version of branch;

version has predecessors, that are the versions it was created from. It has two prede-
cessors, if it was created as the result of a merge operation. Each version also has
a time stamp when it was created and a branch label. Operations: get branch la-
bel, add/get user-defined metadata, list history of versions this version was created
from, get RDF content (as a set of triples), merge with version, merge with version
as branch

branch is an abstract concept. Branches are labelled by URIs.

Typically a new user starts by creating a new project and then adds a RDF model to
it. This model is then treated as the first version of a ,,versioned model”. The initial RDF
model was probably created on the users desktop with third-party ontology engineering
tools.

A versioned model consists of different versions that have attributes and relations.
Common attributes aretime stamp, branch label, status of acceptance. Predecessor rela-
tionships indicate the history path. This meta-information about versions can be managed
independent of the versioned artefacts themselves. Thus this management layer can be
designed very flexible and reusable. As every version can be identified via an URI, one
can make arbitrary statements in RDF about them. The concepts of branches, acceptance
status and version dependencies can then be represented easily in RDF. SemVersion uses
this distinction of stored RDF models and statements about them. Realised as statements
about versions is e. g. the concept of ontology engineering projects. Such projects are
simple sets of versioned models and give the user a better ability to manage the different
ontologies in progress.
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Users can store arbitrary RDF encoded metadata objects for each project, versioned
model and most important for each version. This data is stored in the RDF storage layer
and linked by RDF statements to the versioning artefact it belongs to. Metadata models
are also URI-addressable. This metadata strategy enables a good re-use of the SemVersion
system, as e. g. the evolution log of an ontology engineering tool could be assigned to a
version with this mechanism.

3.3 Using SemVersion for Ontology Versioning

In this section we explain how SemVersion can be used to build an ontology version-
ing system for a particular RDF-based ontology language. We can reuse the complete
version data management infrastructure of SemVersion, that includes managing projects,
versioned models, versions and metadata for each of these concepts. Some basic version-
ing functions can also be used out-of-the box such as retrieve, commit and branch.

The following language specific versioning functions need to be implemented addi-
tionally:

• Semantic diffs - the basic structural diff provided by the RDF versioning system is
not identical with the semantic diff. To calculate the semantic diffdl a system has
to know the semantics of the specific languagel. The semantic closuresl(M) of
a modelM is the set of all statements that can be concluded from the statements
in M under the semantics of the RDF-based ontology languagel. The semantic
diff of two modelsA andB is dl(A, B) → 〈al(A, B), rl(A, B)〉 with al(A, B) =
sl(B)\(sl(A)

⋂
sl(B)) andrl(A, B) = sl(A)\(sl(A)

⋂
sl(B)). The calculation of a

semantic diff can be accomplished by a language specific reasoner or by a language
specific set of rules. These rules can be formulated in a language like TRIPLE as
demonstrated in [SD02].

• Semantic conflict detection - the ontology language semantics determine what should
be considered as a conflict e. g. if the result of a merge is an inconsistent ontology.

Additionally, the specific ontology versioning system might want to have a special
diff encoding. Our system can be adopted by providing mapping rules between the RDF
diff and the specific language encoded diff.

Further a specific versioning system can use the ’user defined metadata’ functional-
ity of SemVersion for storing specific metadata like access rights, degree of agreement,
mappings between versions etc.
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Figure 3.7: System Architecture

3.3.1 Examples

In order toversion RDFS in a reasonable way, one needs a semantic diff between two
RDF Schemas3. Besides that, the SemVersion functions should be sufficient.

As a second example, we show briefly how SemVersion can be used to realise the
MarcOnt scenario as stated in Section 1.2. SemVersion can manage different branches
of versions (M1). Suggestions to the main branch are modelled as different branches,
which can evolve separately (M2, M5). Snapshots of the main ontology with suggestions
applied are created realised by merging the different branches and showing the user the
merged version. As explained on page 30, some conflicts can be detected on the RDF
layer (M4). For other conflicts, an ontology language specific semantic diff is required.
Mappings between different versions can be stored as metadata of the version for which
the backward-mapping is required (M6). As every version can be identified by an URL,
it is easy to discuss about them, e. g. link to them in a forum. As URLs are also URIs one
can also express arbitrary statements about them in RDF.

3.4 Implementation

3.4.1 Architecture

The overall system architecture is depicted in Figure 3.7. SemVersion is designed as an
HTTP-accessible server that handles the versioning business logic. Storage is delegated
to an RDF storage layer. In this context, an RDF store does not deal with the semantics
for RDF vocabularies like RDFS or OWL.

3With sRDFS as defined inhttp://www.w3.org/TR/rdf-mt/#RDFSRules
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At startup time an SemVersion server loads its root data model from a configured RDF
store and caches it in memory. When data is written, the root model is written back to the
RDF store. The root model contains information about projects, versioned models, their
versions and other metadata. User-defined metadata is stored as separate RDF models in
the RDF store. Only time stamps and branch labels are stored directly in the SemVersion
root model. This reduces the SemVersion data layer to a clean layer with statements about
versioning artefacts. Diffs are calculated on-the-fly in the SemVersion server, but could
be cached.

3.4.2 Storage Layer Access

An ontology versioning system should scale in many dimensions. It should allow a large
number and size of ontologies. This implies a scalable storage architecture. If the on-
tologies become large, it is undesirable to download them first and query or manipulate
them locally. Thus a remote querying and manipulation facility is needed. There already
exist scalable RDF stores with remote query and update functionality. SemVersion adds
a small but smart layer of version management on top of such RDF stores. They are con-
nected to SemVersion via theRDF Storage Protocol(RSP) over HTTP, which resembles
the Java Map interface. The two basic methods areRDF/XML get(URI u) andput(
RDF/XML model, URI u) . The RSP is defined as a simple protocol over HTTP,
inspired by the REST [Fie00] architectural style. The method ’get’ is e. g. mapped to
HTTP GET http://url-of-rs-store/uri=<u> . The method ’put’ is realised
as HTTP POST. The architecture allows to use multiple, distributed RDF stores in parallel
which are integrated via tiny RSP adapters.

3.4.3 Handling Commits

The new version will simply be stored – this guarantees that the retrieval will give the user
back what she checked in. More sophisticated storage mechanisms could be developed,
but the real challenge in ontology versioning is not storage space but the management of
the distributed engineering processes within a heterogenous tool environment. The new
model is send to the RDF store with a locally generated URI, which is globally unique.

3.4.4 Generating globally unique URIs

The strategy for generating globally unique URIs is as follows: (i) The first part of the
URI is the URL the SemVersion server is running at. This reduces the problem of gen-
erating globally unique URIs to generating locally unique URIs, assuming that the same
SemVersion server URL will not be used for different SemVersion server ever. To soften
this constraint, (i)) the current system time for the server, measured in milliseconds is also
made a part of the generated URL. Thus the problem is reduced to maintain an accurate
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server clock and never issue the same URI again in a given period of time (server clock
may be off for minutes, but not months). To issue different URIs at all times, (iii) an inter-
nal counter is added to the URI string. The URI generator cannot guarantee uniqueness,
but the likelihood for the same URI being generated twice is really low.

3.4.5 Application Programming Interface

The general trade-off between the power of a strongly typed, object-oriented API and the
flexibility of having direct access to the underlying data exists as well in the RDF and
Java world. The open-source project RDFReactor4, which generates data manipulation
classes from an RDF Schema5, is used to give the user an object-oriented access for many
common functions like adding projects, setting the parents of a version or storing the
branch label. Alternatively the root RDF model can be used directly.

The OntologyVersionInterface (OVI) has two implementations. One is the real imple-
mentation, that calls directly the SemVersion core. The second implementations tunnels
all calls over theOntology Versioning Protocol (OVP), which exposes the OVI as an
HTTP-based protocol. For convenience SemVersion comes with an OVP Client and OVP
Server to bridge between OVP and Java. This architecture allows clients to work remotely
over OVP or – via the OVP Client – with the OVI. Local applications can use the OVI
directly.

4http://RDFReactor.OntoWare.org
5http://SemVersion.ontoware.org/2004/12/datamodel
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Chapter 4

Neurofuzzy Inferencing and Evolution

In addition to our general versioning approaches we examined new aspects and approaches
of ontology versioning that have not been discussed in the research community so far. In
order to also consider these aspects in future versioning methodologies and to integrate
them into an comprehensive approach, we present our results here.

In this chapter we present an inference engine for propositional rules capable i) to
manage imprecise knowledge ii) to evolve the knowledge. The representation and man-
agement of uncertainty, imprecision and vague knowledge that exists in real life applica-
tions, has received a considerable attention in the Artificial Intelligence(AI) community.

The proposed inference engine operates on a knowledge base that consists of proposi-
tional rules. These rules are in the form of ”IF A then B”, where A and B are called logic
variables. Propositional rules can be represented using propositional logic. The main
concern of Propositional Logics (PLs) is the study of rules by which new logic variables
can be produced as functions of some given logic variables. The difference between De-
scription Logics (DL)s and PLs is that PLs are not concerned with the internal structure
of the propositions that the logic variable represent. For the interpretation of the propo-
sitional rules, there exist two approaches. The first is data-driven and is exemplified by
the generalised ’modus ponens’ tautology. In this case available data are supplied to the
knowledge based system, which then uses them to evaluate relevant propositional rules
and draw all possible conclusions. An alternative method of evaluation is goal driven. It
is exemplified by the generalised ’modules tollens’ tautology of logical inference. Here
the system searches for data specified in the If-clauses of inference rules that will lead to
the objective. These data are found either in the knowledge base, in the Then-clauses of
other propositional rules or by querying the user.

The inference engine can refine/adapt the rules, enabling maintenance and evolution
of the knowledge base. The adaptivity characteristic of the engine is provided by a neu-
rofuzzy network. Fuzzy systems are numerical model-free estimators. While neural net-
works encode sampled information in a parallel-distributed framework, fuzzy systems
encode structured, empirical (heuristic) or linguistic knowledge in a similar numerical
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framework [TSK03]. Although they can describe the operation of the system in natural
language with the aid of human-like if-then rules, they do not provide the highly desired
characteristics of learning and adaptation. The use of neural networks in order to realise
the key concepts of a fuzzy logic system enriches the system with the ability of learning
and improves the subsymbolic to symbolic mapping [TSK03].

The structure of this chapter is as follows. In the first section we provide the reader
with fuzzy set theory preliminaries. In the second section we give a short description of
fuzzy propositional logic. In the third section we illustrate the structure of the neurofuzzy
network and its adaptation algorithm. Finally, in the last section we demonstrate the
performance of the adaptation algorithm and how evolution is performed.

4.0.6 Fuzzy set theory preliminaries

In this section we provide the reader with a brief description of the basics of fuzzy set
theory and fuzzy logic.For a more complete and comprehensive presentation the authors
suggest [KY95].

Let X be a finite crisp set with cardinalitym, i.eX = {x1, x2, . . . , xm} and letA be a
fuzzy subset ofX, with membership functionµA(x), or simplyA(x), x ∈ X.

Height h(A), of A is the maximum membership grade ofA, i.e.

h(A) = sup
x∈X

A(x)

We say thatA is normal if and only (iff) h(A) = 1. If h(A) < 1, the fuzzy setA is said
to besubnormal.

Support, Supp(A), of A is the crisp set which contains all the elements ofX that have
non-zero membership grades inA, i.e. S(A) = {x ∈ X | A(x) 6= 0}.
Thescalar cardinality| A |, of A is defined as

| A |=
∑
x∈X

A(x)

Thecertainty subset,CS(A), of A is defined as the crisp setCS(A) = {x ∈ X | A(x) =
1} and theuncertainty subset,US(A), as the crisp setUS(A) = {x ∈ X | 0 < A(x) <
1}. Obviously, it isUS(A) = S(A)− CS(A).

Thefuzzy powerset,F(X), of the universe of discourse, X, is the set of all the fuzzy subsets
of X. Let nowA, B ∈ F(X). We say thatA equalsB iff A(x) = B(x),∀x ∈ X. We say
thata is a subset ofB and denoteA ⊆ B iff A(x)≤ B(x), ∀x ∈ X. If also A ⊆ B and
A 6= B, thenA is a strict subset ofB.

We will now give the basic theoretic-set operations (complement, intersection and
union) defined on fuzzy sets.
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The complement¬A of a fuzzy setA is given by(¬A)(x) = c(A(x)) for anyx ∈ X.
The functionc satisfies the following conditions in order to normally extend the nature of
the standard logic complement:

Boundary conditions:c(0) = 1 andc(1) = 0

Monotonicity:∀a, b,∈ [0, 1], a ≤ b ⇒ c(a) ≥ c(b)

Continuity: c continuous in[0, 1]

Involution: ∀a ∈ [0, 1] it is c(c(a)) = a

Several fuzzy complements have been defined in the literature. The standard complement
is given by(¬A)(x) = 1 − A(x),∀x ∈ X. One example of parametric class of fuzzy
complements is theSugeno classdefined bycλ(a) = 1−a

1+λa
, whereλ ∈ (−1,∞).

The intersection of two fuzzy setsA andB is given by(A ∩ B)(x) = t[A(x), B(x)]
wheret is a triangular norm (t-norm). A t-norm is a function that satisfies the following
conditions:

Boundary condition:t(a, 1) = a

Monotonicity:∀a, b, d ∈ [0, 1], with b ≤ d is t(a, b) ≤ t(a, d)

Commutativity:∀a, b ∈ [0, 1] is t(a, b) = t(b, a)

Associativity:∀a, b, d ∈ [0, 1] is t(a, t(b, d)) = t(t(a, b), d)

Moreover, it is calledArchimedeaniff it is continuous andt(a, a) < a, ∀a ∈ (0, 1).
Obviously, theonlycontinuous t-norm which is not Archimedean is themin(a, b).

Examples of t-norm widely used in the literature are the followings:

Standard intersection:t(a, b) = min(a, b)

Algebraic product:t(a, b) = ab

Bounded difference:t(a, b) = max(0, a + b− 1)

Hamacher’s Function:t(a, b) = ab
r+(1−r)(a+b−ab)

The t-norm operation is also used for the definition of the cartesian productA = A1 ×
A2 × . . . × An of n fuzzy subsets ofX as a fuzzy subset of the cartesian productX =
X1 ×X2 × . . .×Xn using:

A(x1, x2, . . . , xn) = t[A1(x1), A2(x2), . . . , An(xn)]

with xi ∈ Xi, i ∈ Nn

The fuzzy union of two fuzzy sets is defined analogously to fuzzy intersection using
a t-conormu, a function that satisfies the following conditions.

Boundary condition:u(a, 0) = a

Monotonicity:∀a, b, d ∈ [0, 1], with b ≤ d is u(a, b) ≤ u(a, d)

Commutativity:∀a, b ∈ [0, 1] is u(a, b) = u(b, a)
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Associativity:∀a, b, d ∈ [0, 1] is u(a, u(b, d)) = u(u(a, b), d)

Examples of t-conorms are the following:

Standard union:u(a, b) = max(a, b)

Algebraic sum:u(a, b) = a + b− ab

Bounded sum:u(a, b) = min(1, a + b)

The operations of fuzzy complement, intersection and union extend classical logic
into fuzzy logic. Every fuzzy powersetF(X) can be considered as a lattice in which the
t-norm plays the role of the meet (infimum), while the t-conorm plays the role of the join
(supremum). Generally speaking, given a t-norm, there is always a fuzzy complement
and a fuzzy union such that the lattice is distributed and complemented under this triple
and thus it is aDe Morgan algebra.

Another important operation, used in fuzzy logic is thefuzzy implication, that gives
a truth value to the predicateA ⇒ B when the truth values of the predicatesA andB
are known. Actually, it is an extension of the standard implication since it represents
clauses of the form ”if A then B”.A fuzzy implication is a functionω of the formω :
[0, 1]×[0, 1] → [0, 1]. In standard logic it is implemented using the formulaω(a, b) = ā∨b
or ω(a, b) = max{x ∈ 0, 1 | a ∧ x ≤ b}. Extending this definition in fuzzy logic,
operationωu,c(a, b) = u(c(a), b) is defined, whereu andc is a fuzzy union and a fuzzy
complement, respectively. Alternatively, fuzzy implication can be defined using

ωt(a, b) = sup{x ∈ [0, 1] : t(a, x) ≤ b} (4.1)

wheret is a t-norm.

Let X1, X2, . . . , Xd be crisp sets. Afuzzy relation, R : X1×X2× . . .×Xd → [0, 1] is
defined as a fuzzy subset of the cartesian productX1 ×X2 × . . .×Xd. The membership
degree of each element vector(x1, x2, . . . , xd) ∈ X1×X2×, . . . , Xd in the fuzzy relation
R is the degree in whichx1, x2, . . . , xd are related in terms ofR. The representation of
fuzzy relations by matricesR = [rij] is used in the case that the universe of discourses
are finite.

The basic operations defined on fuzzy relations are theinverseand thecomposition. The
inverse relation ofR(X, Y ) is the fuzzy relationR−1(Y,X) with R−1(y, x) = R(x, y)
for everyx ∈ X andy ∈ Y . The membership matrix that representsR−1 is the inverse
matrix of R. Thesup−t composition of two fuzzy relationsR1 : X × Y → [0, 1] and
R2 : Y × Z → [0, 1] is defined by

[R1o
tR2](x, z) = sup

y∈Y
t[R1(x, y), R2(y, z)], (4.2)

while theinf −ωt composition is defined by

[R1o
ωtR2](x, z) = inf

y∈Y
ωt[R1(x, y), R2(y, z)] (4.3)
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wheret is a t-norm.

All the properties of crisp relations are extended for fuzzy relations. We will now give the
extensions for reflexive, symmetric and transitive relations. A fuzzy relationR is reflexive
iff R(x, x) = 1 for all x ∈ X. Moreover, it issymmetriciff R(x, y) = R(y, x) for all
x, y ∈ X. It is alsosup-t transitiveiff

R(x, z) ≥ sup
y∈Y

t[R(x, y), R(y, z)].

It has been proved (Klir 1995) that if a fuzzy relationRdefined onX2 with |X| = n ≥ 2,
is reflexive, thenRT = R(n−1), whereRT is the transitive closure ofR.

4.0.7 Fuzzy Propositional Logic

The main difference between classical propositions and fuzzy propositions is in the range
of their truth values. While each classical proposition is required to be either true or
false, the truth or falsity of fuzzy propositions is a matter of degree. Assuming that truth
and falsity is expressed by values 0 or 1, respectively, the degree of truth of each fuzzy
proposition is expressed by a number in the unit interval [0,1]. There are various fuzzy
propositions, which are classified into the following four types.

1. Unconditional and unqualified propositions

2. Unconditional and qualified propositions

3. Conditional and unqualified propositions

4. Conditional and qualified propositions

In this chapter we will discuss the interpretation of the third type, conditional and unqual-
ified propositions.

Propositionsp of the conditional and unqualified type are expressed by the canonical
form

p: If X is A,→ Y is B,

whereX, Y are variables whose values are in the setsX, Y, respectively, andA, B, are
fuzzy sets onX, Y, respectively. These propositions may also be viewed as propositions
of the form

〈X,Y 〉 ∈ R

whereR is a fuzzy set onX × Y that is determined for eachx ∈ X and eachy ∈ Y
by the formula
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R(x, y) = ω[A(x), B(y)], (4.4)

whereR expresses the relationship between the variablesX andY involved in the given
fuzzy proposition. For eachx ∈ X and eachy ∈ Y , the membership gradeR(x, y)
represents the truth value of the proposition

pxy: If X = x, ThenY = y

Now, the truth values of the propositions”X = x” and”Y = y” are expressed by
the membership gradesA(x) andB(y), respectively. Consequently, the truth value of the
propositionpxy , given byR(x, y) , involves a fuzzy implication in whichA(x) is the truth
value of the antecedent andB(y) is the truth value of the consequent.

Assume thatR is a fuzzy relation onX × Y andA′, B′ are fuzzy sets onX andY,
respectively. Then if R andA′ are given we can obtainB′ by the equation

B′(y) = sup
x∈X

t[A′(x), R(x, y)] (4.5)

for all y ∈ Y . This equation, which can also be written in the matrix from as

B′ = A′ ◦R, (4.6)

is called the compositional rule of inference. This procedure is called the generalised
fuzzy modus ponens.

The fuzzy relation employed in Eq.(4.5) is usually not given directly, but in some
form. In the case that the relation is embedded in a single conditional fuzzy proposition,
then is determined using the fuzzy implication operator, Eq.(4.4). A more general case,
in which the relation emerges from several conditional fuzzy propositions, is as follows:

Rule 1: IfX is A1, ThenY is B1

Rule 2: IfX is A2, ThenY is B2

Rule 3: IfX is A3, ThenY is B3

........................................................

Rule n: IfX is An, ThenY is Bn

As previously described, any conditional (If-Then) fuzzy proposition can be expressed
in terms of a fuzzy relation R between the two variables involved. One way to deter-
mine R is using the fuzzy implication, which operates on fuzzy sets involved in the fuzzy
proposition. However, the problem of determining R for a given conditional fuzzy propo-
sition can be detached from fuzzy implications and determine R using fuzzy relational
equations.
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As described, the equation to be solved for fuzzy modus ponens has the form

B = A ◦t R, (4.7)

where A and B are given fuzzy sets that represent, respectively, the IF-part and the THEN-
part in the conditional fuzzy proposition involved andt is a t-norm. It will be proved in
the following section that Eq.(4.7) is solvable for the interpretation of inference rules in
the respective fuzzy extension of propositional logics.

4.0.8 Fuzzy Reasoning

In the following section we present a complete algorithm for solving fuzzy relational
equations for the interpretation of inference rules in the respective fuzzy extension of
propositional logics. The proposed interpretation algorithm is realised using a hybrid
neurofuzzy architecture Fig. 4.1.

Neurofuzzy Network

Input
Predicates

Recognised
Predicates

Inference
Rules

Learning/
Adaptation

Figure 4.1: The Neurofuzzy Architecture.

Fuzzy systems are numerical model-free estimators. While neural networks encode
sampled information in a parallel-distributed framework, fuzzy systems encode struc-
tured, empirical (heuristic) or linguistic knowledge in a similar numerical framework
[KY95]. Although they can describe the operation of the system in natural language with
the aid of human-like if-then rules, they do not provide the highly desired characteristics
of learning and adaptation. The use of neural networks in order to realise the key concepts
of a fuzzy logic system enriches the system with the ability of learning and improves the
susymbolic to symbolic mapping [LL95].

The proposed neurofuzzy network is supported by an adaptation algorithm. This algo-
rithm uses predefined input-output data to i) initiate and ii) adapt the weights of the fuzzy
propositional rules. It is important to state that using the adaptation algorithm we are not
altering the knowledge or generating new knowledge, but we refine the existed knowledge
to achieve the optimal behaviour. Finally, using the adaptation algorithm we incorporate
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uncertainty by using degrees of confidence. The degree of confidence measures the be-
lief of the existence of the specific concept or relation, since real-life applications involve
uncertainty and fuzzy hypothesis.

Neurofuzzy Network Let y = [y1, y2, ..., ym] denote a fuzzy set defined on the set of
output predicates, the truth of which will be examined. Actually, eachyi represents the
degree in which thei-th output fuzzy predicate is satisfied. The input of the proposed
neurofuzzy network is a fuzzy setx = [x1, x2, ..., xn] defined on the set of the input pred-
icates, with eachxi representing the degree in which thei-th input predicate is detected.
The proposed network represents the associationf : X → Y which is the knowledge of
the system, in a neurofuzzy structure. After the evaluation of the input predicates, some
output predicates represented in the knowledge of the system can be recognized with the
aid of fuzzy systems’ reasoning [KY95]. One of the widely used ways of constructing
fuzzy inference systems is the method of approximate reasoning which can be imple-
mented on the basis of compositional rule of inference [KY95]. The need for results with
theoretical soundness lead to the representation of fuzzy inference systems on the basis
of generalised sup-t norm compositions [ST99], [HP96].

The class oft-norms has been studied by many researchers [HP96], [LL95]. Using
the definitionωt in Eq.(4.1) two additional operatorŝωt, ω̌t : [0, 1] × [0, 1] → [0, 1], are
defined by the following relations:

ω̂t(a, b) =

{
1 a < b

a⊗̂t
b a ≥ b

(4.8)

ω̌t(a, b) =

{
a⊗̌t

b a ≥ b
1 a < b

(4.9)

wherea⊗̂t
b = sup{x ∈ [0, 1] : t(a, x) = b}, a⊗̌t

b = inf{x ∈ [0, 1] : t(a, x) = b}.
With the aid of the above operators, compositions of fuzzy relations can be defined.

These compositions are used in order to construct fuzzy relational equations and represent
the rule-based symbolic knowledge with the aid of fuzzy inference [TSK03]. LetX, Z,
Y be three discrete crisp sets with cardinalitiesn, l and m respectively, andA(X, Z),
B(Z, Y ) , be two binary fuzzy relations. The definitions of sup-t and inf-̌ωt compositions
are given in Eq.(4.2,4.3)

Let us now proceed to a more detailed description of the proposed neurofuzzy archi-
tecture Fig. 4.2. It consists of two layers of compositional neurons which are extensions
of the conventional neurons [ST99]. While the operation of the conventional neuron is
described by the equation:

y = a

(
n∑

i=1

wixi + ϑ

)
(4.10)
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where is non-linearity,ϑ is threshold andwi are the weights, the operation of the sup-t
compositional neuron is described by the equation:

y = a′
{

sup
j∈Nn

t(xi, wi)

}
(4.11)

wheret is at-norm and is the following activation function

a′(z) =


0 x ∈ (−∞, 0)
x x ∈ [0, 1]
1 x ∈ (0, +∞)

(4.12)

A second type of compositional neuron is constructed using theω̂t operation. The
neuron equation is given by:

y = a′
{

inf
j∈Nn

ω̂t(xi, wi)
}

(4.13)

The proposed architecture is a two-layer neural network of compositional neurons
Fig. 4.2. The first layer consists of the inf-ω̂t neurons and the second layer consists of
the sup-t neurons. The system takes as input, predicates, and gives to the output the
recognized output predicates. The first layer computes the antecedents of the mapping
rules, while the second implements the fuzzy reasoning using the fuzzy modus ponens
schema.

The rules are used to initialise the neurofuzzy network (giving its initial structure and
weights). During the learning process the number of neurons in the hidden layer and
the weights of the two layers may change with the aid of a learning with the objective
of the error minimisation. The learning algorithm that supports the above network is
applied in each layer independently. During the learning process, the weight matrices are
adapted in order to approximate the solution of the fuzzy relational equation describing
the association of the input with the output. Using a traditional minimisation algorithm
(for example the steepest descent), we cannot take advantage of the specific character of
the problem. The algorithm that we use is based on a more sophisticated credit assignment
that ”blames” the neurons of the network using the knowledge about the topographic
structure of the solution of the fuzzy relation equation [ST99]. After the learning process,
the network keeps its transparent structure and the new knowledge represented in it can
be extracted in the form of mapping If-Then rules.

Evolution In the process of knowledge adaptation, the If-Then rules are inserted into
the proposed neurofuzzy system. This refers to automatically transforming the structured
knowledge provided by the knowledge base in order to perform the followings:

1. Define the required input predicates as ”input predicate(1), input predicate(2),...,
input predicate(n)”. The input predicates will define the setX = {x1, x2, ..., xn}
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Figure 4.2: The Neurofuzzy Layers

2. Define the required output predicates as”output predicate(1), output predicate(2),...,
output predicate(n)”. The output predicates will define the setY = {y1, y2, ..., yn}.

3. Insert the a priori knowledge given in If-Then rules of the form”if input predi-
cate(1) and input predicate(2) and then output predicate(5)”into the neurofuzzy
structural elements (the weights of the neurofuzzy system). The number of different
antecedents (If parts of the rules) defines the setZ = {z1, z2, ..., zn} . The predi-
cates could be associated with confidence levels in order to produce the antecedents;
this means that the antecedents could have the form (input predicate(1), input pred-
icate(2), 0.7, 0.9), with the 0.7 and 0.9 values corresponding to confidence levels.
The above degrees are used in order to define the weightsW 1

ij, i ∈ Nn, j ∈ Nl

of the first layer. Furthermore, the consequences could also be associated with con-
fidence levels, i.e.”if input predicate(1) and input predicate(2) and then output
predicate(5)” with confidence 0.7”. These values are used in order to define the
weightsW 2

ij i ∈ Nl, j ∈ Nm of the second layer.

The knowledge refinement provided by the proposed neurofuzzy system will be now
described. LetX = {x1, x2, ..., xn} andY = {y1, y2, ..., yn} be the input and output,
respectively, predicate sets and let alsoR = {r1, r2, ..., rn} be the set of rules describing
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the knowledge of the system. The set of antecedents of the rules is denoted byZ =
{z1, z2, , zn} (see the structure of the neurofuzzy system given in Fig. 4.2). Suppose now
that a set of input-output dataD = {A1, B1), i ∈ Nq} , whereAi ∈ F (X) andBi ∈
F (Y ) (F (?) is the set of fuzzy sets defined on? ), is given sequentially and randomly
to the system (some of them are allowed to reiterate before the first appearance of some
others). The data sequence is described as(A(q), B(q)), q ∈ N , where(A(i), B(i)) ∈ D .
The problem that arises is finding of the new weight matricesW 1

ij, i ∈ Nn, j ∈ Nl and
W 2

ij, i ∈ Nl, j ∈ Nm for which the following error is minimised:

ε =
∑
i∈Nq

‖ Bi − yi ‖ (4.14)

whereyI , i ∈ Nq is the output of the network when the inputA1 is given. The process
of the minimisation of the above error is based on the resolution of the following fuzzy
relational equations:

W 1 ◦ω̂t A = Z (4.15)

Z ◦t W 2 = B (4.16)

wheret is a continuoust-norm andZ is the set of antecedents fired when the inputA is
given to the network.

For the resolution of the above problem the adaptation process changes the weight
matricesW 1 andW 2 in order to approximate a solution of the above fuzzy relational
equations. During its operation the proposed network can generalise in a way that is
inspired from the theory of fuzzy systems and the generalised modus ponens. Let us
here describe the adaptation of the weights of the second layer (the adaptation of the first
layer is similar). The proposed algorithm converges independently for each neuron. For
simplicity and without loss of generality, let us consider only the single neuron case. The
response of the neuronf (k) at timek is given by:

f (k) = sup
i∈Nl

t
(
Z

(k)
i , w

(k)
i

)
(4.17)

wherew
(k)
i are the weights of the neuron andz

(k)
i the input, at timek. The desired output

at timek is B
(k)
i . The algorithm has as following:

Initialise the weights asw(0)
i , i ∈ Nl.

Process the inputz(k) and the desired outputB(k) , compute the response of the net-
work f (k) and update the weight accordingly (on-line variant of learning):

w
(k+1)
I = W

(k)
i + ∆w

(k)
i

∆W
(k)
i = ηls

ls =

 η1

(
ω̌t

(
z

(k)
i , B(k)

)
− w

(k)
i

)
, if w

(k)
i < ω̌t

(
z

(k)
i

)
η2

(
w

(k)
2 − ω̂t

(
z

(k)
i , b(k)

))
, if w

(k)
i > ω̂t

(
z

(k)
i , B(k)

)
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whereη, η1, η2 are the learning rates. The adaptation is activated only if|ε(B(k), y(k)| >
εc, whereε is an error constant.

If the t-norm is Archimedean, then the learning signal is computed as:

ls =
(
ω̂t

(
z

(k)
i , B(k)

)
− w

(k)
i

)
, if z

(k)
i ≥ b

(k)
i and z

(k)
i 6= 0, else ls = 0

With the aid of the above learning process (and similar for the first layer, since the
operatorω̂t is also used in order to solve the fuzzy relational equation of the first layer
[3]), the network approximates the solutions of the fuzzy relational equations given above
and thus minimise the error.

Example of Learning, Adaptation and Evolution

In this section we present some simulation results illustrating the operation of the pro-
posed adaptation algorithm. Also, we demonstrate the performance of the proposed
neurofuzzy network before and after the adaptation procedure. It operates on the meta-
knowledge of the rules, the weights. It does not alter the meaning of the knowledge
but adapts the existed knowledge according to predefined input-output data, which are
provided by the experts. The results of the algorithm are new adapted weights that oper-
ate better in the working context. The new weights are replacing the old weights in the
knowledge base. Every time the context is changed the weights must be adapted since the
proposed propositional rules are context sensitive. For the system’s adaptation demonstra-
tion, we consider a small set of the described inputs, outputs and propositional rules. We
have 10 input predicates,X = {x1, x2, ..., x14} , 8 antecedents,Z = {z1, z2, ..., z8} , and
3 output predicates,Y = {y1, y2, y3} . The rules of the networkR = {R1, R2, ..., R10}
are shown in the Table 4.1.

The weights of the two layers are initialised using Table 4.1. The antecedent part is
used forW1 , and the output (consequence) is used forW2 . The two matrices are shown
below:

W1 =



1 1 0 1 0 0 1 0 1 1 0 0 0 0
0 1 0 1 0 1 1 0 0 0 0 0 0 1
1 0 0 0 0 1 1 0 0 0 1 0 0 1
0 0 1 0 0 1 0 1 1 0 1 0 0 0
0 0 1 0 1 0 1 0 1 0 1 0 0 0
0 0 0 1 1 0 1 0 1 1 1 0 0 0
0 0 0 0 0 1 1 0 0 1 0 1 0 1
1 0 0 0 0 0 0 0 1 1 0 1 1 0


, W2 =



0 0 1
0 0 1
0 1 0
0 1 0
0 1 0
0 1 0
1 0 0
1 0 0


We have used the Yager t-norm with parameter valuep=2, and learning rateη = 1.

The Yager norm is defined by:

Yyager(z, w
2) = 1−min(1, [(1− z)p + (1− w2)p]1/p, p > 0, (4.18)
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Table 4.1: Example rules

R Antecedent Output
r1 x1 + x2 + x4 + x7 + x9 + x10 1
r2 x2 + x4 + x6 + x7 + x14 1
r3 x1 + x6 + x7 + x11 + x13 + x14 1
r4 x3 + x6 + x8 + x9 + x11 2
r5 x3 + x5 + x7 + x9 + x11 2
r6 x4 + x5 + x7 + x9 + x10 + x11 2
r7 x6 + x7 + x10 + x12 + x14 2
r8 x1 + x9 + x10 + x12 + x13 3

where p is the parameter of the norm. The yager implication is defined by the following
equation:

Zyager(w
1, x) =

{
1− [(1− w1)p − (1− x)p]1/p, w1 > x
1, else

(4.19)

The neurons are adapted independently, and after 20 iterations the weights of the two
layers are given by:

W1 =



.8 .7 0 .4 0 0 1 0 .8 1 0 0 0 0
0 .7 0 1 0 .8 1 0 0 0 0 0 0 .7
1 0 0 0 0 1 1 0 0 0 1 0 0 1
0 0 .7 0 0 .4 0 1 1 0 .8 0 0 0
0 0 1 0 1 0 1 0 1 0 .7 0 0 0
0 0 0 .5 1 0 .7 0 .8 1 .7 0 0 0
0 0 0 0 0 1 1 0 0 1 0 1 0 1
1 0 0 0 0 0 0 0 1 1 0 .9 1 0


, W2 =



0 0 .8
0 0 1
0 1 0
0 .8 0
0 1 0
0 .7 0
1 0 0
.6 0 0


We observe that the adaptation procedure has refined the weights of the rules and

consequently the semantics of the knowledge base. The error of the system, as shown
in Fig. 4.3 became zero. In Fig. 4.3 the error performance is illustrated, using learning
rates, 0.5 and 1. It can be seen that the structure of the knowledge is not changed. The
algorithm only adapts the existed knowledge and is not generating new knowledge. The
new weights are replacing the old weights in the knowledge base.
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Figure 4.3: The error of the neural network during the adaptation process.
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Chapter 5

Conclusions and outlook

In this first deliverable of the ”Dynamics” work package of KnowledgeWeb we elaborated
the foundations of a new RDF and ontology versioning system.

We presented a methodology for RDF-based versioning that separates the manage-
ment aspects from the versioning core functions. We presented blank node enrichment as
a technique to identify blank nodes in models and diffs. We also explained how generic
RDF versioning is beneficial for ontology language specific versioning. We sketched our
implementation of the system. Finally we discussed new aspects of versioning like deal-
ing with uncertainty and economic aspects, which might well be an integrated part of a
comprehensive versioning methodology in the future.

There is still a lot of work to do to reach our goal of a broadly accepted general
versioning system for semantic models.

Therefore we will execute the following research tasks in the near future:

1. Compiling a report that describes in more detail how a versioning systems for dif-
ferent ontology languages can be build on top of an RDF versioning system.

2. Evolving the developed RDF prototype into a full RDF versioning system.

3. Implementing a full RDF-Schema versioning system on top of this RDF versioning
system. Including semantic diffs (transitive closure etc.).

4. Implementing a first prototype of a WSMO-Core versioning system on top of the
RDF versioning system to meet the requirements from the Semantic Web Services
scenario.

5. Integrate the Consensus Making Portal with the versioning prototype.

This way we will build a general, extendable multi-language ontology versioning sys-
tem, that will help research and industry to employ ontology based technologies in dy-
namic settings.
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