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Executive Summary

Modularization is one of the techniques that bear good pgesof effective help towards
scalability in ontology design, use, and management. Ctlyrehe issue of modular-
ization in ontologies is very unresearched and very openis dgliverable has to be
understood as exploring an area where much research ipm&giiminary stages, iden-
tifying many of the different open topics with the view of pexing building an overall
framework in which all the work fits.

This deliverable continues the effort on modularization\Wgrking Group 2.1 on
scalability. The previous deliverable has outlined themedvantages expected from
modularization and developed a review of state-of-artaeedein the field.

With this deliverable the working group sets the scene foeepér understanding
of what modularization may mean in the world of ontologiasj @xplores the relevant
efforts and results achieved by KWeb partners, with the \tieat this exploration will
eventually lead to some convergence of efforts.

The deliverable is organized into two main parts. The firg discusses the concepts
and issues related to modularization. This was felt necgsasiit is easy to realize that a
multiplicity of views over modularity exist in the differégroups and in the literature, re-
sulting in frequent confusion and misunderstanding. Pa&lcontribution to organizing
and clarifying the discourse on ontology modularization.

Part 2 reviews different approaches to ontology modulidmalts scope includes first
the design phase, investigating how modules may be desighathcterized, assembled,
and controlled. Description logics, graph algorithms, eodceptual modeling contribute
to this part. Second, a number of proposals on reasoning iacular ontology context
are discussed. We are happy that the discussion can inchateety of approaches, from
the distributed DL reasoning to CASE-based reasoning ang gquecessing techniques.

The results from this work show that the partners are now irréept position to
understand each other’s work, and appreciate differencdcamplementarities. This
is the cement that will promote mutual enrichment and enabt#h partner to continue
developing its approach in coordination with the work by dtieer partners.
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Chapter 1

Introduction

by STEFANO SPACCAPIETRA

KnowledgeWeb Deliverable 2.1.1 [WS04] has analyzed various techniques to achieve
scalability in ontology management systems. This delivierss meant to further explore
the technique known as modularization. This issue wasdoted in the previous deliv-
erable using the following terms:

"In order to deal with the envisaged volumes of informatioew tech-
nologies will be required. We will focus on knowledge prasaad ontology-
based tool benchmarking. Related to knowledge process, Wexpiore
new techniques for approximation (in order to reduce comtpartal costs)
and modularity (in order to reduce the amount of informatioat must be
taken into account).”

As the name indicates, modularization has to do with modufesintuitive under-
standing of the concept of module is some subset of a whotembles sense (i.e., is
not an arbitrary subset randomly built) and can somehow sgarated from the whole,
although not necessarily supporting the same functignasitthe whole. Chapter 3 here-
inafter discusses the issue of finding a more proper defmif@ module. Of course, the
"whole” this deliverable is interested in is an ontology, ®a@ modules are ontological
modules.

Even at this informal level, it is worth, to limit ambiguisemaking a difference be-
tween two types of components of a whole: a module and a pamodule is a compo-
nent that is expected to somehow support similar functitgphas the ones supported by
the whole. For example, an ontological module conveys kadge in a form that sup-
ports reasoning. How this concept of similarity is exactbfided is an open issue. For
example, a small ontology can be a module of a larger ontolégyart is a component
that specializes in some of the functionality offered bywlmle. For example, the T-box
and A-box of an ontology are two different parts of the onggioThough modules and
components are not the same thing, they share a lot and twsdshe mentioned and
explained.
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The development of proper ontological modules should piea mechanism for
packaging coherent sets of concepts, relationships, axiamd instances, and a means
for reusing these sets in new environments, possibly hgegeous with respect to the
environment the modules were first built. To enable the rexisgich modules, a de-
scription of their functionality ("competence”) is necasg For example, the description
could include syntactic items (e.g., information on larggiahoices and commitments to
paradigms and modeling styles) and semantics items (egwdids characterizing the
content of the module). Notice that for this description atotbgy can be used, thus al-
lowing to automatically detect which module can be used swam a query. Description
of modules is also addressed in Chapter 3 hereinafter.

Modularization can be perceived in three different ways. tone hand, people
think of modularization as the process that leads to decemga large ontology into
smaller modules. The starting point is the whole ontolodne target is the modules.
Proposals for a methodology to implement a decompositiategy include those re-
ported in the second part of this deliverable (Chapters 101&)d On the other hand,
an equally viable perception is to assume that the semamticisvfilled with ontology
modules and that there is a requirement to assemble somegs# thodules to form a
wider ontology. The module in this perception is somethikg & building block. The
starting point is the set of useful modules; the target isné& ontology. This kind of
modularization requires the specification of mechanisneststruct new ontologies from
modules, e.g., inclusion operators, mapping rules andirgtien methods. Chapter 11
proposes such a composition mechanism. Actually, somesghthdules used as building
blocks may originate from the decomposition of an ontologgking the two approaches
(composition, decomposition) coexisting within the samei®nment. As an ontology
may be built up from other ontologies written in differenpresentation languages, the
characterization of modeling primitives in different laragyes may be necessary. A third
alternative perception locates modularization at thegielgivel. As suggested in Chapter
11, the hypothesis is that the ontology designer/buildemisnabout the target modules
and while specifying ontology items (s)he also specifies hctv modules they belong.
In this approach, modularization is performed on the fly, &g-product of design, and
there is neither decomposition nor composition. The ult@masult is not necessarily the
same as the one obtained by first designing the whole ont@lodgecond splitting it into
modules.

The three interpretations are discussed in this deliveradbwever, coverage of the
assembling approach is limited, as the approach is the fwialsliverables from WP 2.2.

According to this description, further work is needed taifyethe following issues:

1. What kind of modularization does make sense? The aim igitacesthe amount of
information that must be taken into account. This enta#s tthmust be possible to
satisfy information requests by looking at only one (or a)fewodule. Adequacy
between a given modularization and user/application reqments is a very open
guestion which does not seem to have been addressed up to now.

KWEB/2004/D2.1.3.1/v1.1 July 30, 2005 3



1. INTRODUCTION

2. A module is a packaging for a coherent set of conceptdjorl axioms, and in-
stances. How can we define what "a coherent set” is? Chapteard.Q2 offer at
least a possible partial answer to this question. The foadepts a more mechan-
ical definition, based on structural properties of the agg] while the latter seeks
for a more semantics-driven definition assisted by the kadge of the ontology
designer.

3. How is a module described? Potential users have to find bigtwnodule to use.
The choice may be driven by the content of the module, thedggraand formalism
it uses to organize its content, the language it speaksTatquestion is partially
in the hands of research on service description languagiess hot been addressed
in the works reported in this deliverable.

4. How can modules possibly be linked to each other, and whdtdf inter-modules
links would be desirable? How can mappings between modd@ekebned? How
are they used? A concrete proposal is reported in detail ipteha4.

5. A particular use of a module is as a component contribuinguilding a new
ontology. How does this composition operate? How does & tato account the
mappings defined at point 4? Chapter 11 offers a possible answe

Discussion of these questions forms the framework to utalaghe many facets of
modularization. The following chapters in this first parttbé deliverable provide the
reader with such discussions. The second part of the debleers devoted to the analysis
of some of the many techniques that contribute to solvinggbaes raised by a modular
approach to ontologies.

4 July 30, 2005 KWEB/2004/D2.1.3.1/v1.1



Chapter 2

Goals of Modularization

by STEFANO SPACCAPIETRA

The understanding of what modularization exactly meand,veimat are advantages
and disadvantages that can be expected from modularizakemends on the goals that
are assigned to modularization. This chapter lists theiplesgoals we highlight.

Scalability This is an all-embracing goal, which sees modularizatioa asy to keep
performance of DL reasoners at an acceptable level. The lubes is that reasoners are
known to perform well on small-scale ontologies, with pemiances degrading rapidly
as the size of the ontology increases. So, if the amount aiagital knowledge to be
analyzed for a given reasoning task can be kept small in aktséor at least in a ma-
jority of cases), performance will be acceptable. Modulelp In this, although there is
no commitment that the size of a module is small enough to meksoning realistically
possible. Also, it remains to be demonstrated that, whereegiven reasoning task re-
quires a network of modules to be searched, the overall tomedming up to a result is
less than the time required for the same task executed agesisgle ontology formed
by turning the modules in the network into a single ontology.

The scalability goal is most naturally associated with tleeainposition approach,
i.e. it materializes into the fact that an ontology getstspto smaller modules. However,
scalability may also be a concern in a composition approladis case it materializes as
the decision to keep existing modules as separate cordrgat the desired knowledge set
needed by some application, rather than integrating thefiormo the desirable ontology.
This implies that some form of distributed reasoning shdiddavailable, as the tasks at
hand will then operate on a network of ontology modules.

In the decomposition approach, scalability concerns magpbeinto two sub-topics,
as follows.

 Scalability for information retrieval
For this goal, the driving criterion for modularization ¢slbcalize the search space

5



2. GOALS OF MODULARIZATION

for information retrieval within the limits of a module. Ifgmenting this decom-
position criterion requires knowledge about the searchests that are expected.
This type of knowledge can be extracted a posteriori fromepbsg information
requests over some period of time. Predicting this knowdeagriori would be
more effective, but difficult to achieve (Chapter 11, for amste, assumes a priori
knowledge is available with the ontology designer).

 Scalability for evolution and maintenance

For this goal, the driving criterion for modularization eslocalize the impact of up-
dating the ontology within the limits of a module. Implemiaegtthis decomposition
criterion requires an understanding of how updates prdpagghin an ontology.
It also requires knowledge on the steadiness of the infooman the ontology.
Steadiness here is meant to denote the likeliness of anteroli possible factor
for steadiness is the confidence level attached to infoomat the ontology. How
confidence levels, and more generically steadiness irag;adre acquired remains
an open issue for research. Chapter 14 illustrates this apipro

Complexity management While scalability usually refers to performance in using the
ontology, there is also an identical issue regarding thegdes the ontology. The larger
the ontology, the more difficult is controlling the accurass of the design, especially
if the designers are humans. It has been suggested that ian teaf®llow approach is
to have designers designing ontology modules of a size nesigcan apprehend, and
later compose these modules into the final ontology. Thisiesrmore illustration of the
divide-and-conquer principle.

Understandability When encountering an ontology, the first issue at hand is tdlee a
to understand its content. Of course, this is easier if thtelogy is small. This is un-
doubtedly true if the user of the ontology is a human being ago holds if the user is
an intelligent agent navigating through the Web-servigegs. Size, however, is not the
only criterion that influences understandability.

Personalization Ownership of information is known to be an important factorbe
taken into account when organizing a cooperative systens.ay also apply to ontolo-
gies, although most of them as seen as publicly availabtairess. Ownership in these
cases provides the criterion for decomposing the ontolaggy $maller modules. Own-
ership information can also be attached to existing modul@make them complying to
a personalization environment. The technique discuss&hapter 13 holds a possible
response to the need for personalization.

Reuse Reuse is a well-know goal in software engineering. Reuse i$ nadgrally seen
as an essential motivation for the composition approaclwener, it also applies to the

6 July 30, 2005 KWEB/2004/D2.1.3.1/v1.1
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decomposition approach, where it would lead to a decompasititerion based on the
expected reusability of a module (e.g., how well can the netll purposes of various
applications?). Reusability emphasizes the need for riather@sms to describe modules,
in a way that maximizes the chances for modules to be unaetsselected and used by
other services and applications.

KWEB/2004/D2.1.3.1/v1.1 July 30, 2005 7



Chapter 3

Module Definition and Description

by STEFANO SPACCAPIETRA

Although ontology management tools and reasoning sercae®perate on an ontol-
ogy consisting of a single axiom, from a usefulness pergmeatmodule cannot just be
an arbitrary subset of an ontology. Indeed, while complyinty the formal definition of
an ontology, e.g. as a set of concepts, relations, axiondgnatances, an arbitrary subset
does not comply with the goals assigned to ontologies. Itiquéar, queries to such an
arbitrarily modularized ontology would need examiningrathdules, one after the other,
till the required information is found.

A module is therefore defined as a sub-ontology that “makasese It may make
sense from the application perspective, i.e. the modul@palale of providing a rea-
sonable answer to at least some of the queries it is intermledgdport. Alternatively,
it may make sense from the system perspective, i.e. the modtganization is capa-
ble of improving the performance of at least some of the agpimanagement services.
The vagueness of this definition reflects the subjectiveraaitithe decision about what
could be and what could not be regarded as a module. This nagsiehowever, does not
prevent the concept to be operational.

Also, it is possible to define some formal criteria to checkt th given collection of
ontology components makes sense or not. For example, dl bestated that a collection
that includes instances not related to any concept (or gascet related to any other
concept) is not desirable. However, there is currently meegent on criteria to separate
good ontologies from not-so-good ontologies. This may biean in a quality-of-service
research agenda.

Defining a module as a sub-ontology translates the fact thainéology is turned
into a module when considering it in a wider framework whére targeted service is
to be provided by a collection of modules. Conversely, a madahn be considered as
a self-standing ontology for purposes that do not requices&to other modules in the
collection.

Modules can be independently developed ontologies thaparéogether to form a
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collection providing some new services. This is the contpmsiapproach to ontology
modularization. Typically, such a modular architectureuldoinclude facilities for im-
porting new ontologies into the collection, according tgaizational rules characteriz-
ing the collection.

Modules can also be built by splitting an existing ontologhis is the decompo-
sition approach. Splitting may be done manually, but is niikedy to be done (semi-
)automatically by the ontology management system, baseddstomposition criterion
explicitly defined by the ontology administrators. Haviing tcriterion explicitly stated
also allows automatic maintenance of the collection of neslwhen modifications (in-
sertions, deletions, updates) are introduced.

We say a module is "closed” if it does not contain any link t@ter module. A
typical example of a closed module is an external ontology kias just been imported
into a collection of modules.

We say a module is "open” if it contains links to other modul&pen modules re-
quire a choice of which interoperability techniques areegarbplemented to support the
collection of modules.

The same openness and closeness concept applies to cokeatimodules.

A collection of closed modules is likely to maintain some aehtology describing
the scope of each module, so that the relevant modules catebgfied when a query is
addressed to the collection manager.

A collection of open modules may not need to maintain a matalogy external to
the modules in the collection, but its organization may aistude such a meta-ontology.

KWEB/2004/D2.1.3.1/v1.1 July 30, 2005 9



Chapter 4

Modularity Criteria

by STEFANO SPACCAPIETRA

In composition approaches, modules pre-exist the catle¢hat forms the wider on-
tology they belong to. The question about what to put into du®does not arise, unless
the strategy to integrate a module in the collection costaome rules to redistribute or
reallocate the content of modules within the collectionr &mample, the strategy could
instruct the ontology system to remove duplicate contedtraplace it by inter-module
links, in an effort to reduce the individual or the cumulatsize of the modules.

In the decomposition approaches, instead, finding a gooohdgasition criterion is a
challenge. Relying on human "ontological commitment” is $siraplest solution, but not
a very satisfying one, as it makes the quality of servicaelytdependent on the expertise
of the ontology designers. While implementing this decontmosstrategy, it would be
recommended to also implement a complementary trust mamagecomponent, so that
reliability and efficiency of services provided by modulesde monitored, possibly
leading to some preference ordering or other forms of revrgéion among the modules
in the collection.

In a human-based decomposition, rather than asking théogigtdesigner to position
every ontology component (e.g., concept, relation, axiorstance) into one or more
modules, it is possible to ask the designer to identify groipomponents (e.g., groups
of concepts) that have to be kept together, and then applg stgorithm that builds a
module for each group with the selected components andliee components attached to
the selected ones. Of course, the algorithm would have tearse criterion to determine
how far it should go in looking for attached components (euging something like a
threshold for distance between the selected componentarather components).

Implementing an automatic or semi-automatic decompasgtcategy on an applica-
tion perspective requires knowledge about the applicaggnirements. Such knowledge
can be acquired, for example, by analyzing the queries teaddressed to the ontology
and storing the paths within the ontology that are used toores to queries. Frequency
of paths and their overlapping can lead to determine theering rule that produces the

10
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optimal decomposition. A number of techniques are avalatbdo such data mining and
clustering analyses. Path analysis is at the core of thenglgasition approach proposed
in Chapter 10.

A performance-based decomposition can be seen as a stthtegynly considers
system aspects, ignoring application requirements. Ehi®t to say that application-
based decompositions do not aim at improving performangamiples of performance-
based decompositions are graph decomposition algorithmey &im at decomposing a
graph into a collection of sub-graphs that shows the degiregerties, and hold whatever
the semantics of the nodes and edges in the graph is.
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Chapter 5

Properties of Modules and
Modularization

by STEFANO SPACCAPIETRA

When aiming at modular ontologies, questions about coresstare important open
research issues. The problem can be split into correcth@ssdules (taken individually)
and correctness of the collection of modules that forms tidemontology.

The former has already been mentioned in previous chapiénat guarantees that a
module is an ontology, and what guarantees that a modulessakese.

In composition approaches, correctness of the collectamntb do with whether the
composition has produced a semantically correct resultoifexample, the composition
approach at hand aims at producing a fully integrated ogyolthe correctness criterion
can be that the resulting ontology contains a synthesid tfeatomponents in the source
modules (i.e., no information is lost in the process). It naéso be requested that, in
addition, the mappings between the resulting ontology hadrtput modules are defined.
Alternatively, if, for example, the targeted result is thesification of the discovered
links among modules, correctness may be defined as the fcalthrelevant links are
implemented and no implemented link is duplicated or irfegdrom the other links.

Correct solution of all kind of conflicts (syntactic and setraheterogeneities, dif-
ferent granularities, etc) among the source modules is éyetdk a correct composition
strategy.

In decomposition approaches, correctness of the colleetgain translates the fact
that no information is lost in the process. Information pregig may be defined as the
fact that the result of a query addressed to the collectidanistionally (i.e., not from a
performance viewpoint) the same as the result of the samg gddressed to the original
ontology. Another candidate correctness criterion isaffigr the decomposition the same
inferences lead to the same results (which means informatipreserved).

Information preserving can also be defined as the fact thlagnwecomposing the

12



D2.1.3.1 Report on Modularization of Ontologies IST Project IST-2004482

original ontology from the modules (using some compositiges), what is obtained is
exactly the original piece, nothing less, and nothing mBepending on the decomposi-
tion rules used, it may be possible to guarantee that, ifrale obeyed, the decomposition
they generate is information preserving.

If information loss cannot be avoided, an estimation of tifermation loss can be a
very useful add-on for the query answering techniques @fiaEdo Mena’s work on this
topic [MI01]).
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Chapter 6

Inter-Module References and Module
Composition

by STEFANO SPACCAPIETRA

Even if we start with the idea that modules are independemsiiologies, it is un-
likely that a module will always be able to produce a full apswo a query. There is a
need for some facility for query answering based on multiptedules within the avail-
able collection of modules. This can be organized using autao@ntology management
service that can identify the needed modules, query eaclulmaxh the basis of its ca-
pabilities, and merging and synchronizing the differentiphanswers to form a global
answer. In this case modules need not to be inter-reladmodules may be closed,
the links being maintained as metadata external to the medahd used by the query
processing service. This metadata can be centralized mgéesiepository, or distributed
and, for example, associated to each module as an interédicgtion which provides the
necessary information on the content of the module and thetwaetrieve its content
(sort of encapsulation in the object-oriented sense).

In more cooperative (e.g., peer-to-peer) approaches, ie®duway be open, i.e. inter-
related with one or several other modules, the links exprggsaths to complementary
information.

Links can be specified via assertional statements or viaggoal statements. An
assertional statement is a correspondence assertiontdked a degree of commonality
between components of one module and components of anothdulen Correspon-
dences may be one-to-one as well as one-to-many and mang#g- Correspondence
assertions indicate that more about a component of a modul®de found in the other
module. Hence, whenever the query answering service firzdsttheeds more informa-
tion than the one available in a given module, it could ussdlm®rrespondence assertions
to extend the scope of the search and continue its navigatite linked modules.

Procedural specification of a link is frequently proposedasew definition. The
link is seen as a mechanism to extract some knowledge froth@nmodule, and what
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is exactly extracted is defined as a query over the other ra¢gulWhenever the query
answering mechanism needs information visible in the vieat taterializes the link,
traditional query rewriting techniques are applied to thiginal query to generate the
corresponding query over the other module.

The advantage of an assertional specification is that thbodesand the extent of
the process extracting information from a module to enhanfm@mation available in
another module can be dynamically determined during theyoesmaluation process. In
other words, the strategy can be adapted to the actual qlteeyprocedural specification
of a link as a view is easier to operate, and may lead to bettdogpnance in query
evaluation. Its disadvantage is that it is one and the sanmalfpossible queries, so there
is a dimension of personalization that is lost.

As links define potential or actual mappings among modulesnaortant question is
to determine what kind of mappings can be dynamically evatlig=or example, assume
a mapping specifies that a concept A in a modujebdfresponds to the union of concepts
B and C in another module Mand that a relationship r1(C, D) between C and D holds
in module M,. Then, to evaluate a query Q that references A in We might want to
traverse the mappings between &hd M; to find out what does Mhave to say about
B and C. It might be the case that r1 restricts C, which corredptma restriction of its
associated concept A. A possible query answering strataggdon these mappings is
discussed in Chapter 15.

What are the possible heterogeneities that can be suppaortieid icontext?

The answer to this second question depends on the mappiggage in use. Some
mappings might not allow for dynamically evaluation, retqg, eventually, the material-
ization of such mapping results, with the entire burden aded keep those in synchrony.
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Chapter 7

Module Overlapping and Conflicts

by STEFANO SPACCAPIETRA

Modules built by decomposition result from an initial ungyperception of the world
(the one portrayed by the initial ontology). Therefore,sitreasonable to assume that
they will show no representation conflicts, and they if angrtapping exists it has been
planned for and is under control of the system.

On the contrary, modules in a collection built by compositave expected to show
all kind of heterogeneities, due to different perceptiohthe real world. These hetero-
geneities range from the formalism on which the module i# belg., one module could
be built on RDF, another one on OWL), to the semantic conterti@htodule (e.g., one
module holds road network ontology while another one holdlslip transport system
ontology). Despite the multiplicity of the sources the mieducome from, the fact that
they are composed to build a wider ontology most likely dsittiat there is some level
of commonality among the modules. In particular, one wouigeet that modules show
some semantic overlapping (i.e., some of them include ge&ur of the same piece of re-
ality), with both duplicated and complementary elementfiwvithese intersections. The
literature on composition (usually referring to the isss@lata, information and ontology
integration) has coined the term “conflict” to denote situad where representations of
the same fact in different repositories are not identicaspite the fact that having differ-
ent perceptions of the same thing is not per se a conflict imtloemal use of the term.
Therefore, conflict discovery and resolution are the caeds in any composition effort.

Taxonomies of conflicts are available in the literature .(ES5¢(93]. They usually dis-
tinguish such broad categories as terminological conflifgscription conflicts, structural
conflicts, and semantic conflicts.

Some conflicts simply stem from terminological choices. Arantifying property
for a car concept, for example, is either named "Carld”, or’ich, or "Chassis#”, or
"Chassis”. Terminological tools will easily identify thegirtwo and the last two as being
equivalent terms. But finding the equivalence between "Caatti "Chassis#” requires
knowledge that both fulfill the same identification role armttbhave the same value
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domain.

Additional conflicts come from the fact that modules asdeattfferent descriptions,
e.g. different properties, to the same concept. Car has pregpe Chassis#, categoryin
one module, and has propertie€arld, Branch, Model, Make, Category, Year, Mileage,
LastServiced in another module.

Structural conflicts may be illustrated considering customformation. Assume a
module holds a Customer concept which includes a "Rating” gntgp(with value do-
main: "Preferred”, "Blacklisted”, etc) to discriminate vaws categories of customers.
Another module can represent the same reality by having tlwecencepts (Blacklisted,
FrequentTraveller) to the Customer concept. This diffeedmetween the two represen-
tations is mainly due to different levels of interest for #@me fact in the two modules.
Notice that a third module also holding the Customer concegt define two other sub-
concepts of Customer to be Person and Company, the latter wbtlicancepts Private-
Corporation and Government.

Semantic conflicts stem from different classifications sefenot involving subsump-
tion links. One module can hold two concepts for bookingse tor current bookings
(those where a specific car has been assigned), anotherrfazunent bookings (where
only a car category is specified). Another module has all bayskin a unique Rental-
Booking concept. Current bookings are found by restrictingt&ddooking instances to
those that are linked to a car instance by the Allocate-t.rol

These differences give an idea of the complexity inheretiiéaomposition process,
which will have to sort out differences to build a consistentology. They also point at
the benefit expected from the new ontology. The latter esalders to query, for example,
the model of a car, while the car belongs to one module andatieifrto another module.

We do not further discuss this important topic, as it is crttw the work in KWeb
Workpackage 2.2, and refer the interested reader to dables from that Workpackage.
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Chapter 8

Conclusion

by STEFANO SPACCAPIETRA

Managing large ontologies is a challenge for ontology desig, reasoners and users.

A known approach to deal with large problems is modularargtin which a whole is or-
ganized into smaller parts that can be independently méatguiand still collaborate for
the whole picture. Applying the modularization principedntologies should consider
particular characteristics of the problem, such as, fongta: the semantics of an ontol-
ogy module, the criteria to achieve modularization, theageary descriptive information
of an ontology module, and the techniques to manage hetesdgeetween ontology
modules.

The challenge is high, and has already prompted attentidiffieyent research groups.
However, the domain is not yet mature, and it can be easily@gledged that discussions
on ontology modularization rapidly get blurred by the fdwttthe concept can be under-
stood in rather different ways. We have developed in theipusvsections an analysis of
the various facets and perceptions of ontology modulaodaaiVe have focused on iden-
tifying and showing alternative approaches, with theirenhdng assumptions as well as
with their specific goals.

While it is too early to come up with consensus on an overath&aork in which all
the work fits, this first part of the deliverable was meant t&kenafirst step hopefully into
the right direction.

Looking for an overall framework does not mean that we thimkerms of a future
coherent single approach that would clearly outperform atmer one. The need for
modularization emerges from different contexts, charad by different requirements.
A multiplicity of solutions is required to cover all poteatiuseful contexts.
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Chapter 9

Overview of technical contributions

by STEFANO SPACCAPIETRA

The many questions that Part | of this deliverable has ifledtand introduced are
open research issues that have been or are being addressedrper of research groups
within and beyond the KnowledgeWeb community. This seccend @f this deliverable
reports on ongoing efforts that in one way or another counteitio the goal of making
the idea of modular ontologies operational. Each chapesegnts the work of a Knowl-
edgeWeb research group. At last, some pointers to relatddlwather groups are given.
The conclusion summarizes the main achievements and @aidiections for further ef-
forts and recommendations for continuation of work withindvledgeWeb.

The contributions hereinafter can be grouped into two sespectively focusing on:

* How modules may be created, assembled, and organized @#&4ptto 14); and

* How reasoning may be performed within a modular orgaroratf ontological
knowledge (Chapters 15 and 16).

The next two chapters illustrate the alternatives outlimeBart 1 Chapter 1, i.e. the
fact that interest in modularization may focus on either lmmwontology can be split into
modules (by semi-automatic decomposition or by human degigice) or on how, given
a set of existing modules, they may be composed to form arlargelogy:

» How to semi-automatically decompose an ontology into nhesi(Chapter 10, con-
tributed by M. Menken, H. Stuckenschmidt, and H. Wache).

The proposed approach relies on the rewriting of the onyoésga weighted graph,
on which a graph-partitioning algorithm is applied. As thestappropriate parti-
tioning policy is difficult to determine, the algorithm isrruepeatedly with chang-
ing input parameters. Results are then compared to inferhadaditioning are the
most likely good ones.
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» How to compose modules, defined by an ontology designegukanORM model,
to form a new ontology (Chapter 11, contributed by M. Jarrar).

In this approach modules are seen as relatively small, dlarologies covering
some generic and limited domain and based on a common tdogindo be used
as building blocks for elaborating larger ontologies fodarn domains. A compo-
sition operator is defined for merging of modules. Consistarfc¢he composed
result is checked.

The following chapter also follows the decomposition aggig but focuses on rec-
ommending that an ontology be restructured before decamgpds The purpose of the
restructuring is to conform the ontology to a defined patthat is believed to lead to a
decomposition that is semantically meaningful to the ajgpions using the ontology:

» Which criteria can be used to characterize a good module €hap, contributed
by A.Rector and J.Pan).

The proposed approach defines a number of structural ruégsatle claimed to
provide a sound basis for modularization. The approacHhIpErdatabase normal-
ization approaches in that the original ontology is restmed to make it compliant
with the rules that have been defined.

The last contribution in the first set proposes a mechanisdetttify modules within
an ontology. The goal is to preserve the original ontologg asole, while allowing one
or more decompositions into overlapping modules that carsbd separately (for queries
confined to a given module), or together (for queries spanouer different modules):

» How ontology modules can coexist within a single ontologthwontrolled sharing
of ontology elements (Chapter 13, contributed by C.ParenGa8gdaccapietra).

The focus in this approach is to provide rules for descrithiog information in
an ontology relates to one or more modules. Each element ohtntogy can be
defined as relating to multiple modules, sharing the elem&he sharing can be
from the meta-level (T-box) to the value level (A-box). Altatively, elements may
be defined as specific of a single module. The repository Kf-Bebox) can then
contain both the original ontology and its modules. The samehanism can be
used to define context-dependent ontologies.

Contributions in the second set offer alternative approstheeasoning with multi-
ple ontologies, which includes reasoning on modular ogiek The common goal is
to enable performing a reasoning task without having to erpcentralize all available
knowledge into a single ontology:
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» Reasoning with multiple ontologies connected via dirg@idinks (Chapter 14,

contributed by L.Serafini and A.Tamilin).

The proposed reasoning formalism is based on directionppings between on-
tologies. Each mapping defines the possibility for an onjplo get related knowl-
edge from other specified ontologies. A formal frameworkrizposed to perform
distributed reasoning using these inter-ontology mapgping

Query answering over a modular ontologies space (Chaptecdrributed by
F.Porto).

This proposal looks at collaborative query answering in aiology space over a
peer-to-peer network.

Case-Based Reasoning over multiple ontologies and acrosipl@ubntexts (Chap-
ter 16, contributed by M.d’Aquin, J.Lieber and A.Napoli).

Like in the proposal by Serafini and Tamilin, this last cdmition focuses on en-
abling adaptive reasoning in a multi-ontology environmehhe chosen formal-
ism is case-based reasoning. Semantic relations betwesext®support reuse of
knowledge across contexts.
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Chapter 10

Partitioning

by MAARTEN MENKEN, HEINER STUCKENSCHMIDT, HOLGER WACHE

The work reported in this chapter aims at the managementge lantologies. Today
large ontologies which we find for example in medicine or gyl are available whose
size and domain coverage make them very difficult to undedséad manage. Our aim
is to develop methods that automatically partition largeomgies into smaller modules
that contain semantically related concepts. This aim ig eballenging as the semantic
relatedness of concepts is much more difficult to deterntiaa toherence in a software
system where we can look for function calls across modules.

There is some previous work on partitioning knowledge madamir and Mcllraith
[AMO5] describe a partitioning method for logical theoratloptimizes a distributed deci-
sion theory. Such a partitioning aimed at efficient reasgpnitowever does not necessary
correspond to a partitioning based on semantic relatediessct these two goals seem
to be orthogonal with respect to the optimal partitiontniglehrotra and others [MW95]
discuss the partitioning of knowledge bases (mostly rukebpwith respect to different
viewpoints. This work is more related to our problem. Cuisgente do not address the
problem of creating a partitioning according to a partic@&wpoint. We rather try to
find a generally applicable partitioning that helps to pn¢dbe content to the user in a
structured way.

This chapter continues previous work reported in delivierdlel22 "Ontology Re-
finement — Towards Structure-Based Partitioning of Large{ogies” of the EU funded
project WonderWeb — Ontology Infrastructure for the Semantic W8K04a]. In that
deliverable we described a partitioning method that usgmigues from network analy-
sis to partition simple class hierarchies based on theicsire. But in domains like
medicine, however, existing ontologies consist of far mbian a simple hierarchy and
make use of the expressive power of the web ontology langG&gke. The problem we
address in this chapter is how to adapt our method for pamiitg simple class hierarchies

IMclliraith 2004, personal communication
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to more expressive ontologies paying special attentiomtologies encoded in OWL. In
Section 10.1, we briefly recall the basic steps of our partitig method and refer to the
corresponding definitions in the original publication. lec8on 10.2, we describe an ex-
tension of the method to OWL ontologies. In particular, weedss different options for
including the definitions of concepts into account duringipaning. In order to support
this extended method we are developing a software tooldkastRDF Schema and OWL
ontologies as input and makes proposals for a partitioninigeocorresponding ontology.
This tool is described in Section 10.3. We conclude with aussion of the method and
its potential role on the semantic web.

10.1 The Partitioning Method

In [SK04b] and [SK04a] we presented a method for automdyipalrtitioning lightweight
ontologies. In particular, the method was aimed at modealsahly consists of a concept
hierarchy. We showed that using simple heuristics, we caatermeaningful partitions
of class hierarchies for the purpose of supporting browsind visualization of large
hierarchies. We briefly recapitulate the different step®wf method as the following
discussions will be based on this information.

Step 1: Create Dependency Graph:In the first step a dependency graph is extracted
from an ontology source file. The idea is that elements of titelogy (concepts,
relations, instances) are represented by nodes in the.gragits are introduced be-
tween nodes if the corresponding elements are related imniodogy (cf. [SKO4a],

page 4).

Step 2: Determine strength of Dependenciestn the second step the strength of the de-
pendencies between the concepts has to be determined. cihaconsists of
two parts: First of all, we can use algorithms from networklgsis to compute de-
grees of relatedness between concepts based on the stratthe graph. Second,
we can use weights to determine the importance of diffengmts of dependen-
cies, e.g. subclass relations have a higher impact thanidawlations. For our
experiments (cf. [SK04a], page 4/5) we use the structurbetiependency graph
to determine the weights of dependencies. In particular seerasults from social
network theory by computing the proportional strength reekior the dependency
graph. The proportional strength; of a connection between a nodeandc; de-
scribes the importance of a link from one node to the otheedbas the number of
connections a node hag( is the weight preassigned to the link betwegandc;)
[Bur92]:

Clij -+ Cljl'

Pij = —
> + ag
2
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Step 3: Determine Modules: The proportional strength network provides us with a foun-
dation for detecting sets of strongly related concepts.s T done using a graph
algorithm that detects minimal cuts in the network and usemitto split the over-
all graph in sets of nodes that are less strongly connectaddes outside the set
than to nodes inside (cf. [SKO4a], page 5/6). For this puzpage make use of the
'island’ algorithm: A set of verticeg C C'is a line island in network if and only if
it induces a connected subgraph and the lines inside thedisige stronger related
among them than with the neighboring vertices. In partictiiare is a spanning
treeT" over nodes il such that [Bat03]

mar  w(u,v) < min_ w(u,v)
(u,w)eVwgT (u,w)eT

Step 4/5: Improving the Partitioning: In the last steps the created partitioning is opti-
mized. In these steps nodes leftover nodes from the pregteps are assigned to
the module they have the strongest connection to. Furtleemearge smaller mod-
ules into larger ones to get a less scattered partitioningdidates for this merging
process are determined using a measure of coherence ([Fig@ga 7, 9 and 10).

The strength of this method lies in its simplicity, gendyafind scalability. A valid
guestion is now, if we can apply the same method to partitionencomplex (i.e. OWL-
based) ontologies that we also find on the semantic web.

10.2 Partitioning OWL Ontologies

The application of this method to OWL ontologies raises fartuestions. In previ-
ous experiments we have only considered class hierarchileswa further definitions of
classes or relations between them. In OWL ontologies, thedii@nal definitions play
an essential role, in particular, because they can be usefgtomplicit subclass relations
and therefore should be taken into account when determmivdules. This can best be
done by modifying the first step of the method, because dbvahg steps work on the
dependency graph created here. The problem of applyingattié@ning method to OWL
ontologies therefore reduces to the problem of adequagdphesenting the dependencies
implied by class and property definitions in a dependencplygrdn the following, we
discuss and compare different ways in which such a graph eamistructed for OWL
ontologies using an example ontology.

10.2.1 Partitioning of the Class Hierarchy

The simplest way of creating the dependency graph for an OWblayy is to do it in
the same way we did for simple class hierarchy. In this caseyauld ignore most of the
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definitions of classes and just look at explicitly contairsedbclass statements that con-
nect classes. This simple approach proved to work quitefaretimple class hierarchies.
When looking at the resulting dependency graph for our examptology (Figure 10.1),
we immediately see that this approach will often fail for OWht@ogies. The problem
is that the nature of OWL allows us to build class hierarchighaut explicitly using
subclass relations. As a consequence, it will often hapiea,a significant number of
concept will only be linked with the TOP concept. When pavtithg the ontology, all of
these concepts will end up in the same partition. In the examptology, we will only
be able to distinguish between persons and animals, butgbdgtam will not be able to
create more fine grained partitions corresponding to diffekinds of persons.
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Figure 10.1: Dependency Graph of the Person-related Pdre@ntology

A straightforward solution to this problem is to not only saier explicit subclass
relations, but to also include implied relations into th@eledency graph. We can do this
by simply computing the implied class hierarchy using an OWasoner. The derived
hierarchy can be stored in the model. After doing this, weussthe same method for
creating the dependency graph as we did before. The resu#iog the computed sub-
class hierarchy as a dependency graph for our example ggt@shown in Figure 10.2.
We see that the different person-related concepts are nganized into subtrees with a
coherent topic. We see for instance that different kindshildleen and grown-ups are
placed in different subtrees. Further, we see a distindteiween concepts that represent
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different roles of people (e.g. driver). This informatioancbe used by the island algo-
rithm to compute a more fine-grained partitions.

1 iraffe
zheep
‘ﬂd_,—/-”" com
rmad cow
?
“wegetaran 190
cak
& .
haulage truck. diver
&
airl
haulage worker
. ~———~_~_—_'white war mar
boy ki war driver
lorry driver
® T
ponSt £ : -~ bus driver
dog liker
&

pet cwner

old lady
animal lower

dog owner
cak cwner

Figure 10.2: Dependency Graph after adding implied subcllations

It might be argued that there is a conceptual difference éetvexplicit and implicit
subclass relations that need to be taken into account. We consider to assign different
levels of importance to explicit and implied relations. Teel of importance can be
encoded by weighted edges between concepts. These weighitgpat to the second
step of the partitioning method and influence the relatikengjth between two nodes that
we use as a measure for the partitioning. We will come backeause of weights for
different kinds or dependencies later.

10.2.2 Using Domain Relations

The idea of the previously discussed approaches for catistguthe dependency graph
relied on the impact that additional definitions have on thehierarchy without directly
encoding any of these definitions in the dependency grapé.qliestion is now whether

we can achieve even better results by also directly coriegleoncept definitions. We
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have to be careful, however, because our partitioning algortends to not performing
well on highly connected graphs. Therefore, if we want tdude parts of the definitions
into the dependency graph, we should restrict ourselvdgtmbst significant parts of the
definitions. An obvious choice is to include information abdomain relations as they
are an important part of an OWL ontology. Including relatiomshe dependency graph
also has the advantage that they are assigned to partisomslia

An obvious idea is to look at the domain and range of eachioeland to declare
the corresponding concepts to be dependent by virtue ofjbmnnected by a domain
relation. This would mean treating domain relations in t®e way as we treat subclass
relations. Looking at this in more details, however, resdahht this way of using do-
main relations often produces undesired results. In fashain relations are often used
to connect objects of a very different nature. In existingptogies, the range of domain
relations are often datatypes and even even object prepatien link concepts that we
would put into different partitions. In medical ontologilise the DICE ontology that
we analyzed, an ontology would talk about things like Drugeadses and body parts,
each forming a coherent submodel. Domain relations thatdvypically be found are
relations like 'treats’ that connect drugs with diseasetooated-in’ connecting diseases
and body parts. Adding these relations to the dependenpyhgvauld create connections
between parts of the ontology that we want to keep separate.

Despite these problems, it turns out that we can use infeomatbout relations to
determine additional dependency relations in a fruitfuywReconsidering the medical
example mentioned above, we conclude that concepts of the sature are not charac-
terized by being connected through a domain relation buhbyse of a certain relation:
Different kinds of Drugs will have the ‘'treats’ relation iheir definition, diseases will
use the ’located-in’ relation and body parts will often bdimmed using the part of rela-
tion. This observation is closely related to the use of igip8ubclass relations as these
relations are often computed by comparing restrictionshersame property. Using this
shared use of properties as a criterion for dependencygesvis with more information
about related concepts but still abstracts from the detétlse definitions often leading to
a dependency graph with clear clusters. Figure 10.3 shosvdependency graph of our
example ontology. It is based on the computed hierarchy lamghared use of relations.
We can see that similar concepts are indeed grouped aroutainceelations (animals
around ’eats’, persons around 'sex’ and 'age’ pet-owneosiradt 'has-pet’ and drivers
around 'drive’).

Mixing different sources of dependency, in this case thecepthierarchy and the
use of relations, brings us back to the problem of using wieifr different types of
dependencies. While we can justify the different sourcesepieddencies by observed
modeling styles and language properties, there is no krigelabout the right choice of
weights. Currently, we have to determine weights througkesyatic experiments apply-
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Figure 10.3: Dependency Graph after adding shared use aifores as a dependency
criterion.

ing the method with different weights to the same ontologythis way we can determine
the best setting for a given problem. It is too early, howgteedraw general conclusions
about the importance of different kinds of dependencieglamdorresponding weights to
be used.

10.3 Tool Support for Automatic Partitioning

From the discussion about applying our partitioning mettto@WL ontologies, we can
derive a number of requirements for functionality that leabe provided by a partition-
ing tool. Besides the actual partitioning of the dependemayly these requirements are
mostly concerned with the modification of input parametard the evaluation of the
resulting partitioning. A system for ontology partitiogiimas to provide options for dif-
ferent ways of generating the dependency graph based oatinerof the ontology to be
partitioned. These options should at least include theooptdiscussed above as well as
the possibility to set weights for different kinds of dependies. As we will have to run
many experiments and compare their results in order to fiadigt weights, the system
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should provide immediate graphical feedback in terms ofélalting partition for human
inspection. For larger ontologies, this manual inspeatidimot be sufficient. Therefore,
an automatic comparison function is needed that can contpanesults of experiments
to a golden standard and to each other.

Based on these requirements we have implemented a tool fposing partitioning
of OWL ontologies. It performs all the steps that were desctibefore: creating the
dependency graph, determining the modules, and improlimgartitioning by assigning
leftover nodes to the already found modules. The tool is a dayplication that performs
the partitioning interactively through a graphical useerface. It is freely downloadable
from http://swserver.cs.vu.nl/partitioning/ and licedsunder the GNU General Public
License.

10.3.1 Graph Generation

Our tool uses Sesame, a system for storing and queryingrdBf@ak and RDFS [BKVHO02].
The ontology is loaded into a local Sesame repository, aftéch it can be easily queried
via an API. Because Sesame does not have native OWL suppo#,esdra programming
had to be done to deal with ontologies in this format. Thidudes explicitly querying
for resources of typew : C ass while retrieving all classes (Sesame only returns re-
sources of type df s: C ass) and following blank nodes for determining the definition
relations (see below). Further, irrelevant resources @ filtered out. This is done
on the basis of user-defined namespaces that are to be igrieesdurces that occur in
those namespaces do not show up in the resulting networko$t cases the classes and
properties defined in RDFS and OWL can be ignored because thegtdtescribe parts
of the domain but constructs for talking about them and agecfiore on a different level
of abstraction. By entering the corresponding nhamespadés irext area also extensions
of RDF or elements of other RDF-based languages can be exciutiesy do not con-
stribute to the actual domain model.

Before converting an ontology, the user has to decide whatioek to include in
the network, and if those relations are to be representeddbggse(undirected) or arcs
(directed). The tool allows five types of relations to be urdgld: subclass, property, de-
finition, substring, and string distance relations. Ther@go has to decide about the
strength of each type. At the moment, only subclass relatibat are explicitly stated
in the ontology are included in the network. If the classifiegrarchy is to be used for
the partitioning, existing OWL reasoners can be used to coenipoplicit subsumption
relation beforehand and add them as explicit statemerdshetrepository. This can for
example be done by using the BOR reasoner [SJ02] that is ateshwith the Sesame
system. When property relations are to be included, for eaafath/range restriction a
relation is created. Definition relations are establishettvben a concept and its property
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(or not only properties but also other resources). Thesebeamsed to make concepts
dependent on some shared property. The remaining twoae$atsubstring and string
distance, look at the concept names (or labels if specifiEl¢y create a relation if one
concept name is contained in another or if the string digtdmetween two concept names
is below a certain threshold.

Finding the definition relations was a bit cumbersome. Querysing the Sesame
API involves posing queries of the formSubject Predicate Object> and getting back
a subset of triples from the ontology that match the querye @bmplicating factor is
that the graph model representing the definition containsaber of nested blank nodes.
See for an example Figure 10.4. Here, the definition relagfmuld be created between
the conceptdog and the propertyats To find those relations, all triples in the ontol-
ogy are retrieved and for each of those triples the blank si@ie traversed until an
ow : onPr operty statement is found.

<ow : Cl ass rdf:about="http://.../mad_cows#dog" >
<rdf s: subd assOf >
<ow : Restriction>
<ow : onProperty rdf:resource="http://.../md_cows#eats"/>
<ow : soneVal uesFr one
<owW : d ass rdf:about="http://.../nmad_cows#bone"/ >
</ ow : soneVal uesFronp
</ow :Restriction>
</rdfs:subd assCf >
</ow : d ass>

Figure 10.4: Part of the example ontology showing relevafarmation for a definition
relation. (Adapted for readability.)

Figure 10.5 shows a screen shot of the tool in which an OWL ogtois converted to
a dependency network. The screen is divided into three:ghdsipper part gives a short
help text about the currently selected tab, the middle gafitn specifying the required
arguments (in this case the input ontology and the outpwor&) and the bottom part is
for various optional parameters that influence the coneersihe tool converts an ontol-
ogy written in RDFS or OWL to a dependency graph, written in P&gemat.

10.3.2 Partition Generation and Improvement

Besides converting ontologies, another function of theifg@ming tool is the creation of
the partitions. Based on a dependency network, it createsramere clusters. The max-
imum number of concepts per cluster can also be specifiedadtoal calculation of the
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& pajek Tools =13 x|
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Create edges or arcs IEdges - I
Convert |

Figure 10.5: Screen shot of the partitioning tool with théobwgy conversion tab active.

islands is done by an external Windows program written byjdzafaversnik. Therefore
this functionality is only available on Windows.

After this partitioning, in some cases there will be some&befr nodes which are not
assigned to any cluster. The tool will automatically asshygse nodes to the cluster to
which they have the strongest connection. How this procesksacan best be explained
by an example. Figure 10.6 shows an example network. It st&o modules (M1 and
M2) and one leftover node (c8). c8 is connected to module Mar®yedge with strength
0.3 and to module M2 by two arcs with strengths 0.2 and 0.3.€Terchine the strength
of a connection between a leftover node and a module, thegihe of all edges and arcs
that connect the two are summed. Because edges are undia@ct@ebrk in this respect

2http://vlado.fmf.uni-lj.si/pub/networks/
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Module M1 Module M2

@ node

—— edge

—» arc
C] module

Figure 10.6: Example network for the assignment of leftowaaes to modules.

Another option for improving the partitioning is to mergeahrelated modules into
larger ones. The current implementation does not suppisraththere is still a need to
explore this functionality on a theoretical level.

10.3.3 Using Pajek as a Tool for Analyzing Ontologies

The result of the conversion as well as the result of thetganing process is represented
in a format that can be processed by the Pajek network asabai[BMO3] (available at
http://vlado.fmf.uni-lj.si/pub/networks/pajek/). lragicular, these results are:

* the dependency graph of the ontology
» graphs representing each individual module

 a graph containing the partitioning in terms of differentle labels

These graphs can be loaded into Pajek for inspection anllefuprocessing. Fig-
ure 10.7 shows a screen shot of Pajek. A partition is showrgiaph, each module in a
different color. In particular, the different graph lay@igorithms of Pajek help to inspect
the result of the process and spot potential problems. Ragekprovides functionality
for managing and analyzing partitions. It often happengkample, that the dependency
graph of the ontology contains different components. Tlweseponents can easily be
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detected and extracted by Pajek. The most interestingitunadity, however is the pos-
sibility to compute different network theoretic measuii&s the internal coherence of a
module that can be used to assess a created partitioning.
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4

Figure 10.7: Screen shot of Pajek displaying four partgion

10.3.4 Automatic Comparison

In the case of very large models the evaluation of the painiitig result can often not be
done manually. For this purpose, our tool implements lichftencationality for compar-
ing two partitions of the same graph that can be used to carparoutput of a parti-
tioning process to a given partitioning. The measures implged are adaptations of the
classical precision and recall measures as well as a me#tied EdgeSim [MMO01]. The
first two measures are based on the numbers of intrapairshwahe pairs of concepts that
are in the same cluster [AFL99]. Precision is defined as thegp¢age of intrapairs in the
first cluster that are also intrapairs in the second cluiecall is defined as the percent-
age of intrapairs in the second cluster that are also intigpathe first. The EdgeSim
measure considers both the vertices and the edges and isnsitive to the size and
number of clusters (as are precision and recall). Both idges (i.e., edges that connect
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nodes within the same cluster) or interedges (i.e., edggstnnect vertices in different
clusters) are taken into account to calculate the edgeasitgibetween two partitionings.
The three measures give an indication of how well the panitig was performed and
therefore what relations and strengths give best results.

Currently we finish our implementation and will perform thestfiexperiments on the
several large ontologies.

10.4 Discussion

We presented a method and a tool for partitioning OWL ont@sdiased on different
criteria for semantical relatedness of concepts. Usinganlr these criteria can be iden-
tified weighted and used to generate a dependency grapletivatas input for the actual
partitioning method. This process of creating the depecylgnaph is the critical step
in the method, because the success of the partitioning lgeepends on an appropriate
choice of the parameters. In particular, we have to decidehwtriteria (subclass rela-
tions, shared used use of properties, etc. ) to include agid tdlative importance in
terms of weights. These choices are not trivial and will pitdip not be the same for any
model. We believe that the only way of getting a better idehetight choices is to carry
out experiments on real ontologies. The tool describedigdmapter cannot free us from
this task, but it can ease the task by automating large phaits\We are currently using
the tool for carrying out experiments on a large medical oy called DICE. We will
test different strategies for creating the dependencylgeaqa evaluate the result based
on feedback from medical experts. At the moment it is unséialto assume that domain
experts will be able to use the tool directly, because thécehaf the parameters requires
some knowledge about the partitioning method. Improvirggttol far enough to enable
other people to use it off the shelf nevertheless is the atengoal of this work.
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Chapter 11

Modularization for Scalable Ontology
Engineeringt

by MUSTAFA JARRAR

The main idea of the modularization in this section is to tlgvean ontology as a
set of small modules and later (i.e. at the deployment phasepose them to form one
ontology. The goal is that modules are: 1) easier to reuséhier &inds of applications;
2) easier to build, maintain, and replace; 3) enable distieidh development of modules
over different locations and expertise; 4) enable the gffleenanagement and browsing
of modules, e.g. enabling the construction of ontologyalitas. In short, this approach to
modularization is aimed with achieving scalable ontologgieeering.

For automatic composition of modules, a composition opexan be used: all atomic
concepts and their relationships (called lexons [JDM02¢883) ) and all constraints,
across the composed modules, are combined together to feerardology (called mod-
ular ontology).

11.1 A Simple Example

In what follows, we give an example to illustrate the (de)paosition of axiomatization$.
Figure 11.1 shows two ontologies for Book-Shopping and Cat&eapplications. No-

1This section is short summary of the research on ontologyutacidation by Mustafa Jarrar, see [Jar05]
for more details.

2In this section, the term ‘axiomatization’ is often inteaclyed with the term ‘ontology’ to mean the
same thing.

3Please note that these modules are represented using th¢HBRM)] graphical notation for simplicity
and easy understanding. ORM (Object-Role Modeling) [HRI® & conceptual modeling method. ORM
has an expressive and stable graphical notation since ftiregpmany kinds of rules graphically (such
as identity, mandatory, uniqueness, subsumption, subgeslity, exclusion, value, frequency, symmetric,
intransitive, acyclic, etc.). Although ORM was originatigveloped as a database modeling approach, it has
been also successfully reused in other conceptual modatggarios, such as ontology modeling [JDMO02,
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tice that both axiomatizations share the same axioms alpaytrient”.
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Figure 11.1: Book-shopping and Car-Rental axiomatizations.

Instead of repeating the same effort to construct the axiaataon of the “payment”
part, the modularization principle suggests that we deam®phese axiomatizations into
three modules, which can be shared and reused among otbearaiations (see Figure
11.2). Each application-typevig. Book-Shopping and Car-Rental) selects appropriate
modules (from a library of application axiomatizationsdastomposes them through a
composition operator. The result of the composition is seeone axiomatizatioh.

Jar05], business rule modeling language [Hal97, DIM02]LX8¢hema conceptual design [BGH99], etc.
4The illustrated composition in this example is very simitisas each pair of modules overlap only in
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Figure 11.2: Modularized axiomatizations.

Developing and engineering axiomatizations in this way mait only increase their
reusability, but also the maintainability of these axioetions, i.e. scalable and effi-
cient ontology engineering. As the software engineeritegdture indicates, small mod-
ules are easier to understand, change, and replace [PANR2HS1]. An experiment
by [BBDD97] proves that the modularity of object-orientedigasndeed enables better
maintainability and extensibility than structured design

Decomposing axiomatizations into modules also enabledigtiebuted development
of these modules over different location, expertise, anst@keholders. As an analogy,
compare the capability of distributing the development pfa@gram built in Pascal with
a program built in Java, i.e. structured verses modulariliged software development.

one concept, i.e. the “Payment Method”. In further sectioves discuss more complicated compositions,
in which rules in different modules may contradict or impacéh other.
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11.2 Synthesis of Related Work

The importance of modularity has received limited attemtigthin the knowledge repre-
sentation community [SKO3b]. Recently, as presented inrédpsrt, modularity has been
adopted by some researchers to achieve more scalabilitgdsoning and inference ser-
vices. A knowledge base is seen as a set of distributed kdgelbases, with each base
referred to as a module. In this way reasoning is performedllypin each module, and
the results are propagated toward a global solution. Gletaahdness and completeness
(i.e. consistency) follows from the soundness and compéste of each local reasoner
[WSC*04]. The performance of such reasoning is claimed to berimethe tree struc-
ture in most cases. See Section 14 as an example of such elppsoa

While such approaches are concerned with the modularityeaddploymenphase
of ontologies (i.e. distributed reasoning), Rector (sedi@ed2) has proposed another
approach to modularity that is mainly concerned with theriisteddevelopmenof the
T-box of an ontology (i.e. scalable engineering). Rectorgppsal is to decompose
an ontology into a set of independent disjoint skeleton naxaies restricted to simple
trees. Disjoint taxonomies (i.e. modules) can then be camgaising definitions and
relationships between concepts in the different modulegsohtrast to other approaches
above, the result of such a composition can be seen as orldiboa. This approach is
motivated by Guarino’s analyses of types [G98]. Assumirag dach type has a distinct
set of identity criterion, when a type specializes anotlyeet it adds further identity
criterion to those carried by the subsuming type. The targnof such types is always a
tree.

11.3 Our Approach

In this section we introduce our approach to ontology mawzdaéion and composition
on an abstract level. The formal and technical details vallppovided in the following
sections.

In our approach, we are mainly concerned with the modulattthe development
phaseof an ontology. Similar to Rector’s proposal, our goal is tal@de the “T-box” of
an ontology to be developed as a set of modules and to lateorbpased to form one
T-box.

However, unlike Rector’s approach, we do not restrict a mothutaxonomic relations
between concepts. Modules are expected to include congefations, and constraints
(i.e. a typical T-box). In other words, we do not distingusbdules according to their
level of abstraction, or according to the nature of theirteah We call such distinctions
as “ontology layering” or "ontology double-articulatiarsee [JDM02, JM02].
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11.3.1 Modularity Criterion (Decomposition)

In what follows, we propose a modularity criterion aimed &phontology builders to
achieveeffective decompositicand to guide them in why/when to release a part of an ax-
iomatization into a separate module. The effectivenesgecamposition can be seen as
the ability to achieve a distributed development of modales$ maximize both reusability
and maintainability.

Subject: subject-oriented parts should be released into separatalasd For example,
when building an axiomatization for university applicai$y one should separate
between the financial aspects (e.g. salary, contract) anddhdemic aspects (e.g.
course, exams). Encapsulating related axioms (on a cediéject) into one mod-
ule will not only improve the reusability and maintainatyilof modules, but also
enable the distributed development of modules by diffepaaple with a distinct
expertise

Purpose: the general-purpose (or maybe called task-oriented) phas axiomatization
could be released into separate modules. The notion of fgeperpose” axioma-
tization refers to a set of axioms that are expected to beategly used by different

kinds of applications. For example, the axiomatizationmdyment”, “shipping”,
“person”, “address”, “invoicing”, is often repeated in nyag-commerce applica-
tions. The reusability of such application axiomatizasios not based necessarily
on their ontological foundation or abstraction levels batyrbe recognized simply
from the experience of the creator and from best practicesekample, the wide
adoption (i.e. repeatability) of the Dublin Core eleménssbased mainly on the

simplicity of the encoding of descriptions (i.e. metadatbetworked resources.

Specific-purpose parts could also be modularized and edlesesparately. In this
way, the application-specificity of other modules will becdEased.

Stability: the parts that are expected to be frequently maintainedptaaed could be re-
leased in separate modules. This affords other parts malpditst and the unstable
parts will themselves be easier to maintain and replace.

The criteria suggested above cannot be followed rigidlyit &sbased on builders’

best practice and expectation of the reuse, maintenanddgjistnibuted development of
modules.

11.3.2 Module Composition

To compose modules we defineamposition operatorAll concepts and their relation-
ships and all constraints, across the composed modulesparined together to form

SThis criteria is similar to, the so called “information higy’, in software engineering, [Par72].
Shttp://www.dublincore.org (June 2004).
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one axiomatization. In other words, the resultant compsits the union of all axioms
in the composed modules.

As shall be discussed later, a resultant composition mightdompatiblein case this
composition is not satisfiable, e.g. some of the composedt@nts might contradict
each other.

Our approach to composition is constrained by the followgngsistency argument.
An ontology builder,when including a module into another, must expect that all con
straints in the included module are inherited by the inchgdmodulei.e. all axioms in
the composed modules must be implied in the resultant coitiggosFormally speaking,
the set of possible models for a composition is the inteisedf all sets of possible mod-
els for all composed modules. In other words, we shall beested in the set of models
that satisfy all of the composed modules.

In Figure 11.3, we illustrate the set pbssibleinstances (i.e. possible models) for a
concept constrained differently in two modules composgétteer. Figure 11.3(a) shows
a compatible composition where the set of possible instafweM.c is the intersection
of the possible instances of M and M,.c. Figure 11.3(b) shows a case of incompatible
composition where the intersection is empty.

The set of the intended models for concept C,
at the ontology base level.

The set of the possible models of My c= A

The set of the possible models of My e =B

JLM=M1UM2, where A~B= @

The set of the possible models of M.c=A~ B

The set of the intended models for concept C,
at the ontology base level.

The set of the possible models of My.c= A

The set of the possihle models of M,.c =B

u' M=M1UM2, where A~B=9

Incompatible Composition, M. c cannot be satisfied.

(@)

(b)

Figure 11.3: (a) Compatible composition, (b) Incompatildenposition.

Notice that our approach to module composition is not inéehit integrate or unite
the extensions (i.e. A-boxes) of a given set of modules, @arakapproaches to ontol-
ogy integratior aim to do [SP94, SK03b, BS03]. Our concern is to facilitateotmgy
builders (at the development phases) with a tool to inheritduse) axiomatizationsith-
out “weakening” them In other words, when including a module into another module

"This might be seen as a designation between compositioas/gregration of ontological modules.
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(using our composition operator, which we shall formaliaghe next section) all ax-
ioms defined in the included module should be inherited byafmlied in) the including
module.

11.4 Formal Framework

In this section, we introduce the formal framework of our @geh to module compo-
sition. The approach is further illustrated by developingatgorithm for the automatic
composition of modules specified in ORM.

11.4.1 Definition (Module)

A module is an axiomatization of the forii =<P, 2>, whereP is a non empty and
finite set of atomic concepts and their relationships (weitéxorf);  is a set of con-
straints which declares what should necessarily hold inpasgible world of M. In other
words(? specifies the legal models of M.

11.4.2 Definition (Model, Module Satisfiability)

Using the standard notion of an interpretation of a first otdeory, an interpretation | of
a module M, is anode? of M iff each sentence of M (i.e. eaghc P and eachv € Q) is
true for I.

Each module is assumed to be self-consistent, i.e. satesfiddodule satisfiability
demands that each lexon in the module can be satisfied [vBHv{iV#¥®t each lexorp
in a given modulé\l, p is satisfiable w.r.t. to M if there exists a modebf M such that
p' # 0.

Notice that we adopt a strong requirement for satisfiabiéitywe require each lexon
in the schema to be satisfiable. A weak satisfiability regumay the module itself (as a
whole) to be satisfiable [Hal89, vBHvdW91].

11.4.3 Definition (Composition Operator)

Modules are composed by a composition operator, denotelgebgyimbol &'. Let M =
M; & M,, we say that M is the composition df; andM,. M typically is the union of all

8A lexon is formed as<Ty, r, ', T, >, where T refers to a Term (concept label), r refers to a role, r
refers to an inverse role, r and r’ are the two parts of a binalgtionship, for example:Customer, Issues,
IssuedBy, Ordes.

SWe also call it “legal model”.
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lexons and constraints in both modules. Mat =<P;, 2; > andM, =<P,, ), >, the
composition of };@® M,) is formalized as\l =< P& Py, Q16 Qs >.

A composition }; @ M,) shouldimply both M; andM,. In other words, for each
model that satisfies\M; & M), it should also satisfy each af; andM,. Let (M;)! and
(Ms)! be the set of all possible models &, andM, respectively. The set of possible
models of M; & M,)'= (M;)'n (M,)!. A composition is calledncompatibleiff this
composition cannot be satisfiable, i.e. there is no modelcdma satisfy the composition,
or each of the composed modules.

In what follow we specify how sets of lexons and sets of casts can be composed
together.

Composing lexons

When composing two sets of lexori? € P1& Ps), a concept M(T) in module M
and a concept MT) in module M, are considered exactly the same contifft they
are referred to by the same term T, and/or URI. Formalli; (') = M,.(T)). Likewise,
two lexons are considered exactly the same. @, r, ', Ty > = Mo.<Ty, 1, 1", T >)
iff M 1.(T1) = MQ.(Tl), Ml.(l‘) = Mg.(l‘), Ml.(r’) = MQ.(r’), and Ml.(Tg): MQ.(TQ).ll See
Figure 11.4.

In case that M and M, do not share any concept between them (i.e. two disjoint sets
of lexons), the composition (Mb M) is considered an incompatible operatigmas there
is no model that can satisfy both;NMnd M,.

Notice that in case concept is specified as “lexical” in onelud®and as “non-lexical”
in another (e.g. 'Account’), then in the composition, th@cept is considered “non-
lexical”. Lexical object types in ORM are depicted as dottellipsis, Lexical vs. no-
lexical in ORM is similar to DataProperty vs. ObjectPropartyOWL, or attribute vs.
class in UML and EER.

Composing constraints

When composing two sets of constraints, first, all constsamgted to be combined
together 2 = ;@ €,). Second, a satisfiability reasoning should be performeddero
to find out whether the composition (M =;MM,) is satisfiable. Finally, an optional step
is to perform an implication reasoning to eliminate all iredl constraints (also called
“entailments”) from the composition.

In the first step, theombinationof all constraints ;& 2,) should be syntactically

10j,e. refer to the same intended models.

11T refers to a Term (concept label), r refers to a role, ' reteran inverse role, r and r’ are the two parts
of a relationship, example of a lexeql ¢, 1, ', To > is <Customer, Issues, IssuedBy, Order

2In some practice cases, we weaken this requirement to aflevwdmposition of disjoint modules. For
example, in case one wishes to compose two disjoint modotbkger compose them within a third module
that results in a joint composition.
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Expirec-2

(M1)

(M2)

Credit Card
Ouined-By

Expired-At

Figure 11.4: Combining ORM fact types.

valid according to the syntax of the constraint specificalamguage. For example, some
constraints need to be syntactically combined into onetcains. The combination of a
set of constraints should imply all of theffo provide an insight into such combinations,
in Figure 11.5, we show the combination of two UML cardinatibnstraints. Figure 11.6
illustrates several combinations of ORM constraints. Notltat in case of a constraint

contradiction, the composition is terminated and considem incompatible operation,
as in Figure 11.6(d).

2:4

A 15

Figure 11.5: Combining UML constraints.

The ability to automate this process depends on the contpleiihe constraint speci-
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3.6

(a)

2.6}
3.9
x>
T}

(b)

Figure 11.6: Examples of several combinations of ORM comgga(a) combination of
two value constraints, (b) combination of uniqueness, aaguency, (c) combination of
subset and equality, and (d) combinations of equality awtlsion constraints.

fication language. In [Jar05] we have developed an algorithased on the above frame-
work - to automatically compose modules specifying in ORMthis algorithm is also
implemented in the DogmaModeler ontology modeling toot§3& Please see [JVMO03]
for real-life case study where this operator was succdgsipplied.

11.4.4 Definition (Modular Axiomatization)

A modular axiomatization M ¥My, ... , M,, @} is a set of modules with a composition
operator between them, such that P (P.. @ P,,) andQ = (Q1®... & Q,).

Notice that cyclic compositions are null operations, as rigygetition of the same
proposition has no logical significance. For example, themasition M = ((Mi® M)
@ M,) equals (M & M,) and the composition M= ((Mb M,) & (M@ M,)) also equals
(M1& My).

11.5 Conclusion and Implementation

In this chapter we have presented an approach to modulardzalgomatically compose
Ontology modules. This approach is fully implemented in Bad/odeler [Jar05], which
is a software tool for modeling ontologies and businessruseng the ORM graphical no-
tation. DogmaModeler enables users to create, composggaldde, manage, and brows
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ORM (modular) schemes. DogmaModeler also implements anilbbORM modular

schemes, allowing different metadata standards (e.g. iD@adre, LOM, etc.) to be
used for describing modules. This approach has been alsbiusereal-life case study
(CCFORM EU project, IST-2001-34908, 5th framework.) for depéhg modular ax-

iomatizations of costumer complaints knowledge, see lafdMO03] for the experience
and lessons learned.
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Chapter 12

Engineering Robust Modules

by ALAN RECTOR, JEFF PAN

This chapter concentrates specifically on the engineessugss of robust modular im-
plementation in logic based formalisms such as OWL. Moreifipalty, we concentrate
on the domain level ontology rather than the high abstraegoaies discussed by Guarino
and Welty [GWO0O].

In our approach, the fundamental goal of modularity in thendm ontology is to
support re-use, maintainability and evolution. The goalily possible if:

The modules to be re-used can be identified and separatedtieowhole.

Maintenance can be split amongst authors who can work aatgntly.

Modules can evolve independently and new modules be addbdninimal side
effects.

The differences between different categories of inforamaare represented explic-
itly both for human authors’ understanding and for formathiae inference.

12.1 Overview

We assume that the basic structure of the ontology to be mgiéed has already been
organised cleanly by a mechanism such as that of Guarino afty,\&nd that a suitable
set of high level categories are in place. Our goal is to irielet the ontology cleanly in
as FaCT, OWL, or other logic-based formalism. Such formaliathshare the principle
that the hierarchical relation is "is-kind-of” and is inpeeted as logical subsumption —i.e.
to say that "B is a kind of A’ is to say that "All Bs are As” or in lagnotationvx. B(x)

— A(x). Therefore, given a list of definitions and axioms, adtteen prover or “reasoner”
can infer subsumption and check whether the proposed @ytaaself-consistent.
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12. ENGINEERING ROBUST MODULES

The list of features supported by various logic based kndgderepresentation for-
malisms varies, but in this chapter we shall assume thatliides at least:

* primitive conceptsvhich are described by necessary conditions;
« defined conceptshich are defined by necessary and sufficient conditions;

 propertieswhich relate concepts and can themselves be placed in ammphen
hierarchy;

* restrictionswhich are constructed as quantified role-concept pairs (eegtriction
hasLocation someValuesFrom Leg) meaning "located in segie |

» axiomswhich declare concepts either to be disjoint or to imply ottencepts.

These mechanisms are sufficient to treat two independeaiogies as modules to be
combined by definitions. For example, independent ontekgf dysfunction and struc-
ture can be combined in concept descriptions such as "Dggamwhich involves Heart”
(Dysfunction and (restriction involves someValuesFronaiig, "Obstruction which in-
volves Valve of Heart” (Obstruction and (restriction inve$ someValuesFrom (Valve and
(restriction isPartOf someValuesFrom Heart))). In thisymw@mplex ontologies can be
built up from and decomposed into simpler ontologies. Hawethis only works if the
ontologies are modular. The rich feature sets of moderndbsms such as OWL allow
developers a wide range of choices in how to implement angngontology. However,
only a few of those choices lead to the desired modularityexdicitness.

Implicit information could be a problem — most frequentlhchase either i) informa-
tion is left implicit in the naming conventions and is thenef unavailable to the reasoner,
or ii) information is represented in ways that do not fullypess distinctions critical to the
user. Amongst the distinctions important to users are thadaries between modules. If
each primitive belongs explicitly to one specific moduleritthe links between modules
can be made explicit in definitions and restrictions as inetkeamples above. However, if
primitive concepts are ‘shared’ between two modules, thendary through them is im-
plicit — they can neither be separated, since they are pvemitor confidently allocated to
one module or the other. Hencemttterswhich concepts are implemented as primitives
and which as constructs and restrictions. The key notioruimpooposal is that modules
be identified with trees of primitives and the boundariesveen those trees identified
with the definitions and descriptions expressing the m@atibetween those primitives.
We will discuss more details in the following sections.

12.2 Primitive Skeleton

We term that part of the ontology consisting only of the ptimei concepts the "primitive
skeleton”. We term that part of the ontology which considlyasf very abstract cate-
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gories such as "structure” and "process” which are effetgiindependent of any specific
domain the "top level ontology”, and those notions such as#d3, "gene”, and "tumour”
specific to a given domain such as biomedicine the "Domainlogy”.

The essence of our proposal is that the primitive skelet@dafmain ontology should
consist of disjoint homogeneous trees.

1. The branches of the primitive skeleton of the domain taxaynshould form trees;
i.e. no domain concept should have more than one primitiverjpa

2. Each branch of the primitive skeleton of the domain taxoypshould be homo-
geneous and logical; i.e. the principle of specialisatioousd be subsumption (as
opposed, for example, to partonomy) and should be basece®athe, or progres-
sively narrower criteria, throughout. For example, evehvfere true that all vas-
cular structures were part of the circulatory system, pigtihe primitive "vascular
structure” under the primitive “circulatory system sturet” would be inhomoge-
neous because the differentiating notion in one case istatal and in the other
case functional.

3. The primitive skeleton should clearly distinguish:

(@)

(b)

"Self-standing” named concefit most "things” in the physical and concep-
tual world — e.g. "animals”, "body parts”, "people”, "orgesations”, "ideas”,
"processes” etc as well as less tangible notions such ase”sticolour”,
"risk”, etc. Self-standing primitives should loksjointandopen, i.ethe list of
primitive children should not be considered exhaustivethnot "cover” the
parent), since lists of the things that exist in the world lzeiedly guaranteed
exhaustive.

"Partitioning” or "Refining” named concept value types and values which
partition conceptual (qualia - [GWO00]) spaces e.g. "smakdiam, large”,
“mild, moderate, severe, etc. For refining concepts: aktlbould be a tax-
onomy of primitive "value types” which may or may not be disj b) the
primitive children of each value type should form a disja@®haustive parti-
tion, i.e. the values should "cover” the "value type”. Thénanstive manner
can naturally be represented by the use of datatypes. Ranoes one can
define that objects with size less than 10cm are small, thattsbwith size
larger than 10m is large, and that anything between 10cm @mdd. medium.

In practice, we recommend that the distinction betweerf-&ahding” and "par-
titioning” named concept be made in the top level ontologywiver, in order
to avoid commitment to any one top level ontology, we suggest the weaker

1The phrase "self-standing concepts” is problematic, baetdwafar produced less controversy than any
suggested alternative. In Guarino and Welty they corredpoitypes”, “quasi-types” and certain concepts
used to construct representation of "formal and materiakio
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requirement for modularisation; i.e. that the distinctlme made clear by some
mechanism.

4. The range and domain constraints should never imply tmatpamitive domain
concept is subsumed by more than one other primitive donuainept.

Note that requirement 2, that each branch of the skeletohdm®geneous”, does not
imply that the same principles of description and spea@tbs are used at all levels of
the ontology taken as a whole. Some branches of skeletomdprg\detailed descriptions
(e.g. "forms and routes” of drugs or detailed function of ggnwill be used only in
specialised modules "deep” the ontology as a whole. Ourgmalp however, is that when
such a set of new descriptors is encountered, its skeletmigsbe treated as a separate
module in its own branch of the skeleton.

The distinction between "self-standing” and "partitiogimamed concept is usually
straight forward and closely related to Guarino and Weltijdinction between "sortals”
and "nonsortals” [GWO0O0]. However, the distinction here isdm@n pragmatic engineer-
ing grounds according to two tests: a) Is the list of namedghbounded or unbounded?
b) Is it reliable to argue that the sub-concepts exhaustubersconcept? i.e. is it ap-
propriate to argue that "Super & not su& not sub, & not suly... not sul_; implies
sub,”? If the answer to either of these questions is "no”, thendbecept is treated as
"self-standing”.

The first consequence of the criteria 1, 3 and 4 is that allipialinheritances are in-
ferred by ontology reasoners. Ontology authors shouldmes&ert multiple inheritances
manually. The second consequence is that, for any two pvanself-standing named
concepts, either one subsumes the other or they are disjeiotn this, it follows that
any domain individual is an instance of exactly one most iipeself-standing primitive
concept.

A third set of consequences of criteria 1 and 3 is that a) dattas of primitives
should consist of conjunctions of exactly one primitive aedo or more restrictions; b)
every primitive self-standing concept should be part ofsgoiit axiom with its siblings;
and c) every primitive value should be part of a disjoint sldss axiom with its siblings
SO as to cover its value type. Finally, criteria 4 limits theewof arbitrary disjointness
and subclass axioms. Disjointness amongst primitives isigted, indeed required by
criterion 32 Subclass axioms are allowed to add necessary conditioriteed concepts
by causing them to be subsumed by further restrictions, @utonimply subsumption by
arbitrary expressions containing other primitives.

2A stronger criterion concerning disjointness axioms isbpidy desirable. The only two use cases
which we have seen which do not ‘tangle’ the ontology are gjpiitness between primitive siblings of
a common parent; b) disjointness between existentialicéstrs to represent non-overlap in space, e.g.
(haslocation someValuesFrom Germany) disjoint (hasation someValuesFrom France).
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12.3 Rationale

Minimising implicit differentia

This approach seeks to minimise implicit information. Ne¢ything can be defined
in a formal system; some things must be primitive. In effémt,each primitive, there is
a set of implicit notions that differentiate it from each tf primitive parents (the Aris-
totelian "differentia” if you will). Since these notionsearmplicit, they are invisible to
human developer and mechanical reasoner alike. They aiefdhe likely to cause con-
fusion to developers and missed or unintended inferencéseimeasoner. The essence
of the requirement for independent homogeneous taxonomhipsmitives is that there
is exactly one implicit differentiating notion per primié concept (i.e., different prim-
itive skeleton don’t share primitive concepts), thus canfinmplicit information to its
irreducible minimum. All other differentiating notions sitbe explicit and expressed as
"restrictions” on the relations between concepts.

Keeping the Skeleton Modular

The requirement that all differentiating notions in eacht pathe primitive skeleton
be of the same sort — e.g. all structural, all functional —+gotees that all conceptually
similar primitive similar notions fall in the same sectiohtloe primitive skeleton. There-
fore our modularisation will always include notions thatide along natural conceptual
boundaries. The requirement that the primitive skeletothefdomain concepts form
primitive trees is very general and still requires ontol@gghors to make choices. For
example, the notion of the "Liver” might be of a structuraltumhich serves a variety of
functions. It might be classified as an "Abdominal viscef& part of the digestive sys-
tem”, or a part various biochemical subsystems. One suatigakhip must be chosen as
primary — if we follow the Digital Anatomist Foundational Mel of Anatomy [RSB98]
or OperGALEN [RR96], we will choose the simple structural/developrta notion that
the Liver is an "Organ”. All other classification will be deed from the description of
the structure, relationships, and function of that orgdriver” will therefore be part of
the organ sub-module of the structural anatomy module obtitelogy.

Avoiding Unintended consequences of Changes

New definitions for new concepts can only add new inferenttesy; cannot remove
or invalidate existing inferences. Likewise, adding newngive concepts in an open
disjoint tree can only add information. They may make newnitedns and inferences
possible, but they cannot invalidate old inferences (bee#ue languages we consider are
monotonic). Therefore definitions of new concepts and nespouhit concepts, or even
entire disjoint trees, can be added to the skeleton with mitpu

There are three operations which can cause unintendedquesees: i) adding new
restrictions to existing concepts; ii) adding new pringtparents; iii) adding new unre-

KWEB/2004/D2.1.3.1/v1.1 July 30, 2005 51



12. ENGINEERING ROBUST MODULES

Original Hierarchy Normalised Skeleton Taxonomies
Substance
Protein Substance PhysiologicRole
‘ ProteinHormone’ Protein HormoneRole
Insulin* Insulin CatalystRole
ATPase* ATPase
Steroid Steroid
‘SteroidHormone’ Cortisol
Cortisol
‘Hormone’
‘ProteinHormone’ Linking Definitions and Restriction
Insulin* Hormone [ Substance & playsRole-someValuesFrom HormoneRole
‘SteroidHormone’ ProteinHormone [ Protein & playsRole someValuesFrom HormoneRole
‘Catalyst’ SteroidHomone [ Steroid&playsRole someValuesFrom HormoneRole
‘Enzyme’ Catalyst Substance & playsRole someValuesFrom CatalystRole
ATPase* Enzyme [ Protein & playsRole someValuesFrom CatalystRole
Insulin - playsRole someValuesFrom HormoneRole
Cortiso- playsRole someValuesFrom HormoneRole
ATPase- playsRole someValuesFrom CatalystRole

Figure 12.1: Normalisation of Ontology of Biological Subrstas and Roles.

stricted axioms.

Operation i) can be achieved either directly or by addingckgs axioms that cause
one class to be subsumed by a conjunction of further rasingt Adding new restrictions
can be patrtially controlled by domain and range constraintsroperties. If the ontology
is well modularised, then the properties that apply to cptxim each section of the skele-
ton are likely to be distinct and therefore unlikely to caotfliThe results for existential
(someValuesFroprestrictions are almost always easy to predict. They cdylead to
unsatisfiability if a functional (single valued) propersyinferred to have (i.e. "inherits”)
two or more disjoint values. Our experience is that in "ugtad” ontologies this is rare
and that when it does occur it is easily identified and coecT he results for universal
(allvaluesFrom) and cardinality restrictions require moare but are at least restricted in
scope by modularisation.

However, operations ii) and iii) are completely unconsteai. It is difficult to pre-
dict or control what effects follow. Hence the rules for mtadisation preclude these
constructs even though they are supported by the formalism.

12.4 Discussion

Examples & Relation to Other Methods

As a simple example consider hierarchy in Figure 12.1 fod&iof "Substances”.
The original hierarchy is tangled with multiple parents items marked with ™** — "In-
sulin”, and "ATPase”. Any extension of the ontology wouldjuere maintaining multiple
classifications for all enzymes and hormones. Modulaosgtroduces two skeleton tax-
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onomies, one for substances, the other for the physiolotegtayed by those substances.
Either taxonomy can be extended independently as a modude toegrovide more roles,
such as "neurotransmitter role”, new kinds of hormone newd&iof protein or steroid, or
entire new classes of substances such as "Sugars”. Thetidefnjindicated by ' ’) and
restrictions (indicated by—=’) link the two taxonomies. The resulting hierarchy contain
the same subsumptions as the original but is much easieritdaimaand extend. (To em-
phasise the point, the concepts defined in the modularisediogy are shown in single
quotes in the original ontology.)

As a further illustration consider the independently depeldd ontology in Figures
12.2,12.3 adapted from Guarino & Welty (see [GWO00] FigureF8gure 12.2 shows the
initial taxonomy after Guarino and Welty's "Ontoclean” pass. While ontologically
clean, its implementation is significantly tangled. Figli&3 shows the same ontology
untangled and modularised. Each of the changes makes nformation explicit. For
example, "Food” is classified in the original as part of thekimone simply as a kind of
"Amount of matter”. In the modularised ontology in Figure.32the relation of "Food”
to "EatenBy Animal” is made explicit (and the notion of "plaiobd” therefore explicitly
excluded a decision which might or might not be appropriat&é application but which
would likely have been missed in the original. Note also thathature of the relationship
between "red apple” and "red”, "big apple” and "big”, is nowicit.

The relationship between "lepidopteran”, "Butterfly” and t€mpillar” which causes
Guarino and Welty some difficulty as an example of "phasethigirposes no problem;
the relationship of each entity to the generic and to the elwgxplicit. Furthermore,
general notions such as "group” have been representediypin a re-usable form and
ambiguities addressed, e.g. Was "group of people” inteadezigrounly of people, or
at leastof people? Need a group have any members at all? The modulagpresenta-
tion forces the choice to be explicit rather than leavingitite individual interpretation
of the linguistic label.

Experience

Experience and several experiments support our contettitadrthese techniques are
a major assistance in achieving the goals set out in theduattmn —explicithessand
modularityin order to supponte-use, maintainabilitandevolution.

This approach has been used through@perGALEN and related ontologies over a
period of fifteen years [Rec99]. In fact, many of the feature&RBAIL, the formalism
used in GALEN, were designed around these precepts [RBE Throughout this ex-
perience we have found no situation in which the suggestetltansation could not be
performed. The requirement to limit the primitive skeletorsimple disjoint trees may
seem restrictive, but it does not actually reduce expressiss. In our experience, vio-
lation of this principle almost always indicates that taeformation is concealed which
makes later extension and maintenance difficult. Furthegntbis approach has proved
easy to explain to new ontology developers and has been dhe &éy strategies to sup-
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Entity

Socia|\Entity

K/ing being Fruit
Anim{ Group
Legal Agent Apple

Country \
Vertebrate Group of People
Red Apple

Amount of matter

Food

Location

. Organisation
Person Lepidopteran

Geographical ‘
region Butterfly  Caterpillar

Figure 12.2: Example ontology from Guarino & Welty.

Entity,
Self-Standing
Entity
Roles & Refiner
Action Phases
|ca| Red
Amo t object Insect stage Valye type
of matter role,
Social \
i Enti Fru Laval Size Value type
Grou Phase
An|m I p Apple st
Vert b ) Adult Medium
e e rate
Lo€ation Country Phase Large
\ Organisation
Person Lepidopteran
Geographical
region

Agent [CagentFor someValuesFrom Action
Caterpillar OLepidopteran & (inPhase someValuesFrom LarvalPhase)
RedApple [Apple & (hasColour someValuesFrom Red)
BigApple [Apple & (hasSize someValuesFrom Big)
Food [JAmountOfMatter & isEatenBy someValuesFrom Anima
GroupOfPeople [0Group & (hasMember someValuesFrom Person) & (hasMember allValuesFrom Person)

Figure 12.3: Untangled skeleton for example ontology 12 gdefinitions linking inde-
pendent branches.
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port loosely coupled development [RZ9)]. Interestingly, Gu and her colleagues have
independently proposembst hoadecomposition into disjoint trees as a means to improve
maintainability of large ontologies represented in fralygems with multiple inheritance
[GPG™99].

We have no comparative data on effort for maintenance, leutdmbination of mod-
ularisation and the use of intermediate representationdJR01, RZS 99] has allowed
us to develop and maintain a large ontologa80,000 concepts) in a loosely coupled co-
operative team consisting at times of up to nine centresvarseountries. The central
maintenance and integration effort has been reduced tdhhpten per cent of the total.
New modules, for example for methodology and equipmentdorimvasive surgery, have
been added without incident, almost without comment — @.gias possible to add the
notion of an "endoscopic removal of the gall bladder/ appdralary/ ulcer/...” in nu-
merous variants to account for different countries’ difigrpractices without any change
the modelling of "removal of gall bladder/ appendix/ ovamicer/...".

Further evidence for the effectiveness of modularity cofm@® a study comparing
the manually organised UK classification of surgical praged from Clinical Terms Ver-
sion 3 (CTv3) with corresponding parts OperGALEN [RPR"98]. One source of dis-
crepancies was the inconsistent use in CTv3 of "removal” @&xdiSion” — in some cases
removals of a structure were classified as kinds of excisadrthe same structure; in
others the reverse (i.e., excisions were classified as kihdsmovals of the same struc-
ture). InOperGALEN because ontology is modularised, and "excision” arefhrioval”
are primitives in a module separate from the anatomic strastremoved or excised, the
same policy is automatically maintained throughout. Teetalsecond example from the
same study, another set of discrepancies was traced to whiiferences is anatomical
boundaries reflecting genuine differences between expeash change to the anatomi-
cal module inOperGALEN could be done in a single place in the anatomy modulehEa
corresponding change in CTv3 required changes to everycalifgiocedure concept af-
fected and were widely distributed throughout the surgicatedure model.

Another evidence for the approach comes from the re-useecDfferGALEN on-
tology as the basis for the drug information knowledge baskerlying the UK Prodigy
project [SWRR99]. Perhaps the most dramatic example of theadelbgy was work
on the "simple” problem of forms, routes of administratiordgreparation of drugs. Al-
though there are only a few hundred concepts, they are deimsetconnected and clas-
sification had resisted concerted efforts by standardsekddr over two years. Restruc-
turing the classification as a modularised ontology soltedoroblem in weeks [WCO1].

12.5 Issues and Problems

The Notion of "self-standing”
The notion of "self-standing concept” can be troublesome.mbst cases it corre-
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sponds to Guarino and Welty’s notion of "sortal”; in a fewrdare questions. For exam-
ple, consider 'colour’. On the one hand, 'colours’ could loasidered as partitioning a
"qualia space”, and the notion of an "identity conditiont fmlours is problematic. How-
ever, in practice, the list of named colours is indefinitelyge and constantly growing
— witness the efforts of paint companies and interior ddoosa To claim a closed list
would therefore be inappropriate in most contexts. It isra cantext in which one would
be confident in saying "If it is not red or yellow or blue or gree. then it must be [say]
brown”. For most ontologies, we therefore suggest treatoigurs as "self-standing”. By
contrast, in most contexts we would be happy to accept thatrfleasurement is neither
low nor normal then it must be elevated”. This is true everugiowe might provide
intensifiers such as 'very’ or an alternative partition timiuded "sky high” and "rock
bottom”. Hence in most ontologies we would recommend theth Smodifiers” be treated
as "partitioning”.

Meta-knowledge

A better solution might be argued to be to make the notionelf-standing” and "par-
titioning” meta knowledge. These notions are really knalgke about the concepts rather
than about all of their instances. Likewise, the notion oéttier a concept ought to be part
of the primitive skeleton, might be better expressed as +kbaviedge. OperGALEN
and OWL-DL both exclude meta-knowledge within the languaéiough it is permit-
ted in OWL full, the reasoning support is ill defined. Implertieg the distinctions in
the ontology itself as suggested here might be consideréeé &n engineering "kluge”
to cope with the limitations of DL classifiers. We would acc#ps point of view while
maintaining the importance of the distinction itself. Henee advocate that the criterion
for modularisation be that there is a means for distinguaighietween "self standing” and
"partitioning” concepts without specifying the method biiah the distinction be made.
(A full discussion of the role of meta-knowledge in ontolegjfor the Semantic Web and
the OWL family of languages is beyond the scope of this paper.)

12.6 Conclusion

To sum up, one can treat modules in complex ontologies asllénantologies. The

ability of logical reasoners to link independent ontologgdules to allow them to be sep-
arately maintained, extended, and re-used is one of thest pawerful features. How-
ever, to achieve this end sufficient information should bglieit and available to both

reasoners and authors. The large range of options provigl@ebcription Logics mean
that implementers need guidance on to achieve this end. gpr@ach presented in this
chapter is based on fifteen years’ experience in the devaopof large 35,000 con-

cept) biomedical ontologies. The procedures are not anlalsguarantee of a clean,
untangled implementation. Not all obscure constructs armeptetely debarred nor all
unintended consequences eliminated, but they are grestiyced. Others may wish to
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challenge these criteria or propose further restrictidHdewever, we believe that if the
potential of OWL and related DL based formalisms is to be sedlj then such criteria for
modularisation need to become well defined.
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Chapter 13

A Contextualization Mechanism for
Modularization

by CHRISTINE PARENT, STEFANO SPACCAPIETRA

Database researchers have since long practiced or ireestigzays of modularizing
a database schema that are similar to the ontology modatiemzdiscussed in this deliv-
erable. The database approach to modularization is twoéitlder application-oriented
or data structure-oriented. The application-orientedr@ggh, somehow similar to the
proposal by Jarrar (cf. Chapter 11), consists in partitigiine database schema (roughly
equivalent to the T-box in description logics) into smaliabsets, easier to grasp for hu-
mans. Each schema subset, called module, describes thet siiltise world of interest
that corresponds to one task or functionality of the appbeca For instance, when de-
signing the schema of the GESREAU database for water resonraaagement for the
Vaud canton (Switzerland), application designers askgautbtion it into eight modules:
Hydrographic network, Measuring stations, Resource manage Fauna, and so on.
Usually, the modules composing a database schema arentlidiggually too, instances
are not taken into account in the process; modules are usgfbomesigning purposes.

The data-structure oriented approach, somehow similadrggartitioning approach
presented in Chapter 10, aims at reducing the size of scheageadis (in terms of num-
ber of object and relationship types), so that a schema caasiy/ displayed (e.g., in
CASE tools for database design) and easily understood by ftsib@cause of reduced
complexity). These approaches result in a multi-level senéefinition, where the most
synthetic level shows a kind of summary of the original scaéstill structured as a nor-
mal schema), such that each component is either a compdirtéetariginal schema or is
a representation for an underlying "module”. User can tteey examine the content of
each "module”, down to the level of the original detailedestia. Modularization in this
sense consists in defining rules for composing elementandiies” from the existing
schema elements, such that each "module” can be replacedibygla, higher-level ob-
ject or relationship type. For example, a simple moduldiorerule consists in creating a
"module” for each is-a hierarchy of object types, and dargpthe "module” in the higher
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levels only by its root object type.

More recently, context-dependent information managerhaatbeen emphasized as
a means to adapt the description of databases, web serwicaser profiles, to a spe-
cific perception, or context. In this approach, contrardyctassic schema modulariza-
tion, each element of a data description may have sevefateit representations, and
each instance may have several different values accordiegritext. In particular, an
European IST project, MurMur, has been devoted to the spatidnh and implementa-
tion of a framework that supports context-aware databasesore precisely and using
the terminology of the MurMur project, that supports muéiperceptions and multiple
representations for databases in general as well as forggugal databases [PSZ05].
The MurMur framework consists in a data model, called MAD®jch is an extended
spatio-temporal entity relationship data model, and is®easted manipulation and query
languages. The data model and languages have been impéshwmttop of existing
database management systems (DBMS) and geographical attomsystems (GIS).

A MADS multi-contexts (also called contextual) databasdafined for several, say
N, contexts, and contains the equivalent of N classic mardext databases, obeying
usual consistency rules, plus a number of implicit and explinks among the mono-
context databases. This contextual database, taken asl@, @hes not necessarily obey
the usual consistency rules for classic mono-context datd It can contain different
(one per context) representations for the same fact thatbmapnflicting at the schema
or at the instance level. It may be, for instance, that for am@ext C1 the entity type A
subsumes the entity type B, and that the subsumption doesltantanother context C2.
Or, in context C1 the entity types A and B are related by a parélationship, and they
are not linked in the context C2. As a last example, the ingtéhof the entity type A has
different values in contexts C1 and C2. This potential for msistency is also outlined
in the contribution in Chapter 14. However, the data maniputdanguages allow users
to correctly manipulate the database in one of two modes:orcontextual database or
multi-contextual database. In the second mode, the ussissgeral representations, can
access any one of them, and can navigate from one represaritaiinother one.

As MurMur results are valid for any data model, be it semamétational, or object-
oriented, we believe that they can also be used for the definénd management of
context-aware ontology services. Therefore, in this airape propose to adapt to on-
tology modularization the ideas from the MurMur project,o88 main results may be
summarized as follows:

* The development of an extended entity relationship datdeihsupporting multi-
ple representations depending on the context. The extemsi@s on two meta-
concepts, the stamp that identifies a context, and the mma#nN that is the de-
scription of an element of the schema for a given contexhi®wvalue of a database
element for a given context.

» A set of rules defining the consistency of the represemtatin a contextual data-
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base.

» Extended data manipulation and query languages allowsegsuo insert, update,
remove, and access context dependent representatiorstaides.

» A setofrules restricting the access rights of users togpeasentations correspond-
ing to the contexts they are allowed to use.

The sequel of this chapter describes these results with dedegls. The basic initial
assumption of the MurMur approach is that each context iplgimdentified by a name
(as in C-OWL [BGVH 03, BGV"04]), and these names are used to express to which
contexts a given representation belongs (we say we "staagis fwith context names,
denoted s1, s2, etc.). At this stage, we abstract from theusters of contexts as well
as from the possible semantic relationships that may haldden contexts. Examples
of possible semantics of contexts include the personal abgstive viewpoint of the
designer, the semantic resolution required by an apphicatind the spatial resolution
for spatial data. Examples of possible semantic relatipssbetween contexts are the
assertion that context s1 includes context s2, i.e., e\eggesentation that belongs to s1
also belongs to s2, and the assertion that context s3 is &mjtia union of contexts s4
and s5.

13.1 Stamping

From data definitions (metadata) to data values, anythirggdatabase relates to one or
several contexts. The first step for the database admitusigato identify the contexts
that are to be supported by the database and to associatgque wtamp to each one of
them. This defines the set of stamps that are allowed for ubethve database. We say
that the database schema is stamped with this set. For aestlor a risk management
application we used as test case in the MurMur project, tpécgtion designer identified
nine contexts based on the combination of user profile (eit@nagers, in charge of
decision-making processes, technicians, in charge ofedisens, measurements and risk
map preparation, or general public) and three spatial uésallevels.

Stamping an element defines for which contexts the elememi@sant. Thus, an
element that has a single representation may bear multgigps, meaning that the same
representation is shared by several contexts. Representainsistency mandates that
stamps associated to an object (or relationship) type fasubaet of the stamps associated
to the schema. Similar rules apply to properties within a&tyfain object or relationship
type relevant to several contexts may show different ptoggedepending on the context.
Consequently, a property may be stamped with a subset ofdhgstassociated to the
type it belongs to. This is illustrated in Figure 13.1. Thensaapplies at the value level.
A multi-context attribute may have different values tha¢ apecific to given contexts.
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A\
Building z; :

s1, s2

s1, s2: number : (1:1) integer

s1: usage : (1:1) enum (residential, commercial,
public/administrative, other)

s2: usage : (1:1) enum (residential,

non-residential, other)

s1, s2: description : (1:1) string f(P)

s1: entrancePoint: (1,n) @

s1: owner : (1,1) string

s2: height : (0,1) integer

s1: constructionDate : (1,n)

s2: constructionDate : (1,1) ©)

s1, s2: KEY number

Figure 13.1: An illustration of a context-varying objecpgy bearing stamps s1 and s2.

For instance, in multilingual databases, a property sucivasName may take different
values according to the language in use within the contegt,(Bhin, Rhein, and Reno).

Complementarily to stamping database elements, transadiressing the database
should be given a means to specify which contexts (one or jrtary adhere to, which
determines which representations (data types or valuesglavant to them. We assume
that transactions issue a®@penDatabasé command to specify which contexts (stamps)
they want to use. Matching this set with the sets of stampscaged with the object
and relationship types defines which object and relatigntpes are actually visible to
the transaction, and with which properties. Thus, stampnogides functionality similar
to a subschema definition capability, with the advantagetths approach maintains an
integrated view of all contexts, while subschema defini{@s provided in CODASYL-
like database systems) isolates each schema definition.

13.2 Multiple Representations Modeling

Each element of the schema (object type, relationship ghebute, method) and each
element of the database (set of instances of an object dioredhip type, object instance,
relationship instance, attribute value) may have differepresentations according to the
context. For example, at the schema level, an object typehaay different descriptions
(representations) according to the context; at the dagdleasl, an object type may have
different sets of instances, an instance may have differdnes according to the context.
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Each representation, pertaining to the schema or databasleparticipates in one or sev-
eral contexts. Stamping provides an easy way to identifyessgntations that belong to
a given context. Figure 13.1 illustrates the case of an olype holding two different
representations of buildings, one for context s1 and anathe for context s2. Build-
ings are spatial objects (i.e., objects whose spatial eiderlevant for the applications).
Depending on resolution, the spatial extent is represegithdr as a complex area (more
precise description, stamp s1) or as a simple area (less@réescription, stamp s2).
Icons on the right hand side of the object type name show tistegice of the alternative
geometries. The list of attributes shows that:

* number is a monovalued and mandatory (minimum and maximum caitesl
1:1) attribute shared by s1 and s2. It serves as key for thexbtyjpe.

* usageis a monovalued mandatory attribute in both s1 and s2, withmemated
domains specific to each representation.

* description is a shared monovalued mandatory attribute whose valueuiscidn
of stamps. We call this a context-varying attribute, idieedi as such by the f(C)
notation. For instance, the same building may have a diftedtescription for s1,
e.g. "Individual house”, and for s2, e.g. "Private house”.

» entrancePointandowner are mandatory attributes that only belong to representa-
tion s1.

* heightis a monovalued optional attribute that only belongs toesentation s2.

 constructionDateis a mandatory attribute in both s1 and s2, but it is monowhlue
for s1 and multivalued for s2.

We say thaBuilding is a context-varying object type, as the actual representaf
building objects changes from one context to anotBeilding is both multi-representa-
tion (it holds two representations) and multi-context éllates to two contexts). At the
instance level, the fact that two representations relateeésame real world entity is in
this case conveyed by the fact that the two representatitare she same oid (we refer
to this as an implicit link between contexts). Logically yhere part of the same object
instance.

Another way to organize alternative representations ferinldings is to define two
separate object types, e.Building andIGNBuilding , each one holding the represen
tation for the corresponding context. The two object typesthen explicitly linked by
a relationship type that holds a specific inter-represemtatemantics (cf. Figure 13.2),
expressing that two linked instances describe the samdifgiilnstances of the relation-
ship type Correspond, in Figure 13.2) tell which object instances represent traes
buildings. The inter-representation semantics is vigualllicated on schema diagrams
by the< icon. In Figure 13.2, the cardinalities Gorrespond show that buildings that
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0:1 Correspond 11
Building s1 @ M"/ IGNBuilding 2 §
s1
s1,s2 s2
s1: number : (1:1) integer . L . s2: number : (1:1) integer
s1: usage : (1:1) enumb(lll’e/sigen_ti'alt, c?mmetl’ﬁial), s1,52: quality: (1:1) string s2: usage : (1:1) enum (residential,
public/administrative, other non-residential, other)

s1: description : (1:1) string s2: description : (1:1) string
s1: entrancePoint : (1,n) [ s2: height : (0,1) integer
51: ownir : (t1.,‘l)Dsttr|ng(1 ' O s2: constructionDate : (1,1) O
s1: constructionDate : (1,n

TKEY 5 s2: KEY number
st number

Figure 13.2: Modeling buildings as two mono-context objggtes linked by a multi-
context inter-representation relationship type.

have a representation at the most detailed level, s1, doegetssarily have one at the less
detailed level, s2.

The mapping between the instances that represent the sahweoréd entities for dif-
ferent contexts is not always a 1:1 mapping. It can be 1:nmr Moreover, in some
cases the mapping may relate not individual instances lowipgrof instances. This hap-
pens when the object types represent the real world entibess wholes but through
their components. In order to support these cases, the MAD&hoffers a new kind
of relationship type, called multi-association relatioipstype. Contrarily to a classic
relationship, each role of a multi-association relatiopsinks a set of instances.

Inter-representation relationship types are not traresitt is possible to have an inter-
representation relationship type between object typesmdX2® and one between object
types O2 and O3 without having one between O1 and O3. Thusyré than two types are
used to describe and store the desired set of represestadiangiven set of entities, these
types have to be linked by as many inter-representatiotiorkhip types as appropriate.
Consider, for instance, a database with object typeson Company, andCarOwner,
and rules for this database stating that persons and coegparg separate sets of objects,
while both persons and companies may own cars. In this ca&se till be an inter-
representation relationship type betwdegrsonand CarOwner, another one between
Company andCarOwner, but none betweeRersonandCompany.

The two solutions for describing multiple representatiaresnot always interchange-
able. The first solution, a unique object type grouping tworfmre) representations,
requires that the instances belonging to each context beétated by a (total or partial)
1:1 mapping.

Instances are another component of a type; hence they obeyathe stamping con-
sistency rule as properties. In our exampleBulding instance can be created by a
transaction holding stamp s1, or holding stamp s2, or hgloth stamps. If the trans-
action holds both s1 and s2, it may create the whole valueeoBthlding instance, as
in a normal NSERT operation in traditional databases. If the transaction$iohly one
stamp, it can only create the representation corresporditigs stamp. In short, it can
create only part of the instance. This straightforwardlyegalizes to transactions holding
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a subset of the set of stamps associated to a type. Partmiotref an instance means
that two transactions using different stamps must be aldbdoce an identification mech-
anism (e.g., the building number) guaranteeing that thets dan correctly be merged by
the DBMS into a single instance. Consider the creationBfigding instance. It can be
done by two transactions. The first one creates a new instaneespecific context, say
s1, like in the following insert operation. This transaativas to provide a value for all
mandatory attributes of the s1 representation.

INSERT INTO Building VALUES (
stamp ={s1},
geometry = complexaref{(x1,y1), ...(xn,yn} },
number = 5001,
usage = "residential”,
description = "Individual house”,
entrancePoint £ (al,bl)},
owner = "Dupont”,
constructionDate £ 1980, 1999})

Then a second transaction may add a new representation tastaace. For exam-
ple, the following operation adds an s2 representationéqtieviously created building
instance:

ADDREP TO Building WHERE number = 5001 VALUES (

stamp ={s2},

geometry = simpleareg(x'1,y1), ...(Xn,yn)},
usage = "residential”,

description = "Private house”,

height = 12.50,

constructionDate = 1980)

Stamping instances also allows determining which instaraee visible to a trans-
action. A transaction with stamp s1 will only see the instenstamped s1 or (s1, s2).
Similarly for transactions stamped s2 only. A transactiothwoth stamps s1, s2 will
see allBuilding instances, but it will still have to be aware that the actoaifat of each

instance varies according to its stamps.

13.3 Context-Varying Relationship Types

Similarly to object types, relationships may be contextyirsg. Context stamps may be
associated to a relationship type, to its attributes, ndsthand population. Its structure
(e.g., participating roles and their cardinalities) anthastics (topology, synchronization,
aggregation...) may also be context-varying. Howeverpttjects (or sets of objects) in-
volved in role of a relationship instance cannot change foor context to another one
within the same relationship instance. This is becauseitlked objects are inherently
part of the relationship instance, i.e. they participatéthmidentification of the relation-

ship instance. If any of them is replaced with another object not anymore the same
relationship instance. So, for a given relationship ins¢éaand role, it is always the same
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Building g N GivesAccess @O)—2" Road @

N

s1, s2 s s1, s2

Figure 13.3: A stamped (topological) relationship type.

object instance that is linked, whatever the context is &secof a multi-association, for
a given instance of the multi-association and for a giver,ritlis always the same set
of instances that are linked, whatever the context is). @mother hand, a context may
see only a subset of the roles, but always at least two radesaeh context must always
provide a consistent database.

A usual rule regarding relationships says that pendingsrate not allowed. Hence,
access rules have to guarantee that a relationship typsidevio a transaction only if
for at least two of its roles the linked object types are \&silso that a consistent unit
of information can be delivered to the transaction. The sarfeeapplies at the instance
level: Only visible instances of the relationship that liolgject instances visible to the
transaction may be delivered to the transaction. Considemstance, th€orrespond
relationship type in Figure 13.2. As it links two object tgpeearing different stamps,
transactions willing to see it must hold both s1 and s2 starjasing these two stamps
also gives visibility over the relationship type, which eatamps s1 and s2. However,
relationship types do not need to be relevant for all costekithe linked object types.
For instance, Figure 13.3 showS&avesAccesselationship type that only bears the stamp
sl, whereas the linked object types have stamps s1 and s2edimmily, transactions
holding only stamp s2 do not s&ivesAccesgthey ignore which instances 8fuilding
are linked to instances &oad, and vice versa).

In fact, the way relationship types are stamped does notndepe how the linked
object types are stamped. It may be perfectly correct to tre@€orrespondrelationship
type in Figure 13.2 stamped with a stamp s3. In this caseglagonship type would be
only visible to transactions holding the three stamps,$21s3).

13.4 Context-Varying Is-a Links

Is-a links, like the other concepts of the data model, ammgéal. The population inclu-
sion and inheritance constraints that characterize iska linandate that the management
of multiple representations obeys these constraints. lruléi-context framework, this
translates into the constraint that an is-a link must belonfpe same context as the ob-
ject types it links. In other words, the super-type and thie-type must share one or
several stamps, and the is-a link is stamped with a non-esyliget of these common
stamps. For instance, the is-a links shown in Figure 13.4mlsevisible for context s1.
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T
Building 2§
s1, s2
A
I
PrivateBuilding PublicBuilding
s1 s1

Figure 13.4: Multiple representations supported via isvesl

13.5 Context-aware Querying

As already stated, transactions accessing a multi-repietelatabase have to specify
which contexts they adhere to, so that consistency in theofudata can be monitored.
Before accessing data, a transaction has to iss@panDatabaseoperation (any syntax
used in this section is simplified and for explanatory puegasnly):

OpenDatabase (database-name, set-of-stamps)

The operation specifies the stamps the transaction wantseto This operation re-
stricts the view of all operations in the transaction to théabase elements that have at
least one of the quoted stamps, i.e. to the representatifireed by the set of stamps
set-of-stamps If set-of-stampsincludes only one stamp, the transaction sees a mono-
context database, similar to traditional databasesetfof-stampsincludes more than
one stamp, what the transaction sees is something like tliesponding collection of
mono-context databases, but with possibly integratedfsgeons (i.e., context-varying
types) and augmented with inter-contexts links (includimgr-representation relation-
ships), only visible to this kind of transactions.

Having completed a®penDatabaseoperation, any visible representation can be ac-
cessed via selection operations. Because of the multiseptation framework, which
representations are requested should be specified withdaigaity in the operation.

Assume, for instance, that a transaction T1 has openedy ssamps s1 and s2, a
database that includes tBaiilding object type as shown in Figure 13.1. T1 now issues
the following selection query:

(1) Selection [number = 5001] Building

This query selects thBuilding instance bearingumber 5001. First, as the transac-
tion holds the two stamps that are attache@tading, andBuilding is not stamped in
the query, alBuilding instances are visible to the query, with both s1 and s2 repres
tations. Moreover, as theumber attribute has a unique representation, common to both
contexts, s1 and s2, there is no need to qualifgnber with a context stamp. Finally, as
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the query sees both representations, the resulting iretdrave the same format as the
one they have in the database, i.e., their formats are lyseeous: s1, s2, or (s1+s2)
formats.

A query may also restrict the representations it wants tdogesxplicitly stating the
desired stamps. For instance, if the transaction T1 novessthe query:

(2) Selection [number = 5001] Building.defAtStamp(s1)

This query only returnBuilding instances that are stamped with at least s1 and satisfy
the predicate omumber. The notation Building.defAtStamp(s1) uses a method defined
for context-varying types. The method defAtStamp() retdrihe definition of th&uild-
ing object type to the one that holds for the stamp specified by#nameter (here, sl).
Instances are returned in the s1 format: The schema of théingsobject type only
shows attributes from the operand type that exist for stalnwih their s1 definition and
value.

Let us now consider a transaction T2 that has opened the satabage with the
representation stamp sl only. Then the following T2 quesytha same result as query

(2):
(3) Selection [Number = 5001] Building

When a query accesses an attribute (or method) that has eediffdéefinition accord-
ing to the context in use, it has to specify which representat wants to see, otherwise
the query would be ambiguous. For instance, a query of tcéiesaTl that wants to
select the buildings such that the valueustigeis "commercial” should specify which
representation aisageshould be used, as in the following operation:

(4) Selection [usage.defAtStamp(s1) = "commercial”] Builthg

This operation returns instances whose format complidsstitor (s1 and s2) stamps.
Instances stamped s2 only are eliminated, as the predigatetbe checked. Note that
associating the stamp Ruilding, instead ousage would return the same instances but
in format s1 only.

Similarly, when accessing an attribute whose value vamesraing to the context,
gueries have to specify which value (which representatibaey want. For instance, a
guery to retrieve buildings whose description for stampssindividual house” should be
written with the s1 stamp associated to the value. To thipgae the method atStamp(s)
has been defined for context-varying types: It selects theevaf the attribute that holds
for the stamp s.

(5) Selection [description.atStamp(sk)’Individual House”] Building

A query may also want to search for a value, whatever the gbrge Then it has to
use an existential or universal quantifier to define the shtéersemantics of the query. For
instance, the following two queries yield different result

(6) Selection kseDstamp description.atStamp(s)="Individual House”] Building
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(7) Selection [seDstamp description.atStamp(s)="Individual House”] Building

The first one selects buildings that beascription "Individual house” for at least one
of their representation®stampis the set of context stamps of the database). The second
one requires thatescription is equal to "Individual house” for all representations.

13.6 Conclusion

The multi-representation approach of the MurMur projeated at supporting a global
database containing a set of classic mono-context datssseh that elements that de-
scribe different representations of the same set of readdwirenomena can be related.
Two corresponding elements can be either merged in a nuitiegt object (or relation-
ship) type. Or they can be described each one by an objectdyppehe two object types
be related by a peculiar relationship type whose semarditimter-representation”. A
contextual database comes with a specific, additional stersiy rule that enforces the
constraint that for each element shared by multiple costéxinstances (or values) must
be identical for all the sharing contexts.

The results of the MurMur project can be used directly in thlgy field to define
and use modules. The stamp meta-concept allows users to the@meodules and to
assert for each element of the ontology to which modulefgldngs. There is no need to
physically separate each module from the other modulescif8pkinds of relationships
(inter-representation, multi-association) allow desigito explicitly relate elements that
describe the same real world phenomena while belongindfereint modules. Two rules
maintain the consistency of the modules:

+ Each module must be a classic database.

* Any two schema elements that belong to different modulessthat share a com-
mon (non context-dependent) description must have, ah#tarice level, the same
instances (or values).

The extension of the data manipulation and query languaggsle the languages
to manipulate and query the data of either a module or a sebdtites.

The MurMur solutions provide means to address moduladrati different ways:

 Defining a multi-contextual ontologd la MADS, made up of a set of interrelated
modules. Each module being a classic ontology.

* Merging a set of already existing ontologies into a set tdrirelated modules, and
thus creating a multi-contextual ontology as above. The NBADodel supports a
merge that keeps the origins and differences of the reptatsams.
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 Partitioning an already existing classic ontology inteeaa modules by stamping
each of its elements (concept, role, is-a link, attribuiel mstance) with the name
of the module(s) to which it will belong.
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Chapter 14

Distributed and Modular Ontology
Reasoning

by LUCIANO SERAFINI, ANDREI TAMILIN

As it is pointed out in the introduction to the deliverabliee tquestion of ontology
modularization can be perceived from two polar perspestive

(1) On the one hand, the modularization can be seen as thegsrtitat decomposes,
partitions, a large ontology into a set of smaller ones, nexiurhis approach is addressed
in the preceding chapters.

(2) On the other hand, the semantic web can be rationallyvesdto contain multiple
distributed ontologies, modules, and the modularizati@nefore can be seen as a mech-
anism for assembling some of these modules into a coherembriethat can be referred
to as a single entity, modular ontology. In this chapter wespe the later option stand-
ing for acompositional approacto the modularization. Nevertheless, the theoretical and
practical results to be presented further can be also usetefding with a decomposed,
modularized, ontology.

Hereinafter we refer to an ontology asodularwhen it is composed from a set of
autonomous ontological modules, which are interrelatéaiden each other through se-
mantically meaningful links (see deliverables of the KnedgeWeb Workpackage 2.2 for
more information about what the semantic links betweenlogtes are [BEE05]).

Our approach to modules composition is formally groundedhantheory of Dis-
tributed Description Logics (DDLs) [BS03]. According to DBLa modular ontology
formally corresponds to a set of local T-boxes (one for eatblogical module) which
are interrelated by sets of “bridge rules” (semantic lingsieen modules). In this chapter
we give an overview of basic definitions, properties and raagms of DDLSs.

In particular:
» we introduce an approach which views the bridge rules coimmgetwo ontologies
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as describing amwmperator that propagates knowledge in the form of Description
Logics subsumption axioms. This is used as the basis of actesization of dis-
tributed DL reasoning using a fixed point operator, whichsdfoeward-propagation
of axioms;

» we give a sound and completiéstributed tableawalgorithm that determines the
satisfiability of aSHZ Q [HST99] concept in the context of the local axioms of an
ontology and the extra knowledge imparted by the bridgestule

» we describe the design and implementation principles oftilutedreasoning
system called DRAGO (Distributed Reasoning Architecture for a Gglaf On-
tologies}, that implements the distributed tableaux algorithm far tdase when
ontologies are expressed in OWL [BvHB4] and interrelated by semantic links in
C-OWL [BGVH'03, BGV"04];

» we conclude with sompreliminary evaluatiorof the scaling behaviour of the in-
troduced distributed reasoning approach and highlighfuh&e directions to be
taken.

14.1 Distributed Description Logics

We briefly recall the definition of DDL as given by Borgida and&@mi [BS03].

Syntax Given a non-empty set of indexes, used to enumerate local ontologies, let
{DL;}:cr be a collection of description logiésFor eachi € I, let us denote a T-box
of DL; as7;.> To make every descriptio distinct, we will prefix it with the index of
ontology it belongs to, as in : C. We usei : C' C D to say thatC' C D is being
considered in theé-th ontology.

Semantic mappings between different ontologies are espdegiabridge rules A
bridge rule fromi to j is an expression, which in the deliverable is restrictedeiodp one
of the following two forms:

i:x ij :y — aninto-bridge rule
. | . .
i:x — j:y — anonto-bridge rule

Ihttp://trinity.dit.unitn.it/drago

2\We assume the reader is familiar with description logicsratated reasoning systems, as described in
[BCMT03].

3 . . . . ' :

We assume that a T-box will contain all the information neeeg to define the terminology of a
domain, including not just concept and role definitions, &lgsb general axioms relating descriptions, as
well as declarations such as the transitivity of certairgolThis is in keeping with the intent of the original
paper introducing the terms T-box and A-box.
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Figure 14.1: Extracts of the class hierarchies

wherez andy are concepts. The derived bridge rulexr — j : y can be defined as
the conjunction the corresponding into- and onto-bridde.ru

Bridge rules fromi to j express relations betweeand;j viewed from thesubjective
point of view of thej-th ontology. For example, the into-bridge rule C =, J
D intuitively says that, from the-th point of view, the individuals in conceft in 7
correspond (via an approximation introduced by an imp&einantic domain relation) to

a subset of the individuals in its local concdpt

Therefore, bridge rules fromto j

provide the possibility of translatinigito j's ontology some of the concepts of a foreign

ontology:.

A distributed T-box (DTBox} = ({7;}icr,B) therefore consists of a collection of
T-boxes{7;}c;, and a collection of bridge rule8 = {B,;},.,c; between them.

Example 14.1.1Figure 14.1 shows fragments of class hierarchies from tviologies,

SWRC' and SHOE, available from the DAML on-line library. These can be vielve
as local T-boxes. For the sake of demonstrating the valueagipmgs, we considered
oversimplified SHOE ontology without imports. The followjirare examples of bridge

“ww. semant i cweb. or g/ ont ol ogi es/ swr c- ont 0- 2000- 09- 10. dani

5
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rules from SWRC to SHOE:

SWRC: Publication — SHOE: Publication (14.1)
SWRC: InProceedings =, SHOE: ConferencePaper LI WorkshopPapern(14.2)
SWRC: InBook —=» SHOE: BooKArticle (14.3)

Semantics DDL semantics is a customization of the Local Models Sengaritr Multi
Context Systems [GG01, GS00]. Each ontoldgys locally interpretedby a standard

DL interpretationZ; = <AL', I> Since local domains may be heterogeneous (e.g., time
may be represented by Rationals and Integers in two ontapgiee need relations that
model semantic correspondences between heterogeneoagndon domain relation

r;; from A% to A% is a subset ofA’ x A%i. For example, ifA”* and A’ are the
Rationals and the Naturals, thepn, could be the round-off function. We usg(d) to
denote{d’ € A% | (d,d') € r;;}; for D C A%, we usery;(D) for | e p 7i;(d).

A distributed interpretatiord = ({Z; }icr, {rij }izjer) Of @ DTBoX T therefore com-
bines the above two notions and is said to satisfy (wriftény) the elements of if

1. Z,E;,AC Bforall AC Bin7;

2. jlzdi:wij:y, if rij(x) C oyt

3. J#di:xij:y, if rij(xf) Dyt

4. Tk, %, ifforeveryi,j € I,JF; 7, andJ =, By,

Finally, T E;i: C C D (read as ¥ d-entailsi : C' T D") if for every J, 7 4 ¥ implies
JE.1: C C D. We say¥ is satisfiableif there exists & such thaty E; €. Concept
i : C'is satisfiablewith respect tof if there is aJ such thaf =; T andC% £ ().

On injective domain correspondences A key novelty of the semantic mappings in
DDL is support for multiple levels of granularity and perspree: allowing individuals to
be related using arbitrary binary relations rather thahbysction. For example, while it
is traditional to state correspondences such/dse’ in Ontology 1 corresponds tdoglie

in Ontology 2", DDLs support domain correspondences thaganeral binary relations,
so that one can say thaHusband and Wife in ontology 1 correspond t€ouple in

Ontology 2”, which can be formalized by using onto-bridgéesi{1 : Wife ERDE
Couple, 1 : Husband = 2 Couple}. In [BCGO4], DDLs are faulted because the
collection of bridge ruleg1 : Bird =2 Penguin, 1 : —Fly =2 Penguin} do
not rendePenguin unsatisfiable even Bird is subsumed b¥ly in Ontology 1. As the

example involvingCouple shows, the general formal pattern is correct in some cases, s
this is actually a problem of incomplete modeling.

In the case of Penguins, the extra information is that theadomelation is one-to-one.
In such cases, one should also have added bridge rulegystiasitnon-birds and flying
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objects arenonpenguins:{1 : —Bird £, —Penguin, 1 : Fly £, —Penguin}.
This would indeed lead to the conclusi@n=, 2 : Penguin C L.

Since the property that the domain relation is one-one oweresconcept3 arises
quite frequently, we might consider adding a new kind of peidule to express it, writing

something like =1 Penguin. Interestingly, it can be proven that in the context of DDLSs,
such rules can be eliminated by syntactically manipulatimgDTBoXx, so that whenever

=L G andA = H are present, a new bridge ruted — —(H M Q) is added. The
tableaux technique in Section 14.4 could however use sueb nore efficiently without
the encoding.

Properties and Desiderata for DDL We first give some basic ways in which subsump-
tion and a combination of onto- and into-bridge rules alléavpropagate subsumptions
across ontologies.

Lemma 14.1.11f 9B,; containsi : A ij :Gandi: B ij cH,then¥ ,i: AC

Thus, in Example 14.1.1, the subsumpti®A O FE : BookArticle C Publication can be
inferred in DDL through bridge rules (14.1) and (14.3), and subsumptiotnBook T
Publication contained inZsy rc.

If the local languages support disjunction as a concepttoaetsr then a more general
form of propagation can occur:

Lemma 14.1.21f B;; containsi : A ij : G andi : By ij cHyforl <k <n
(withn > 0), then
T>:di:Aguzlek:TIZdj:GEuzlek

Additional properties would be desirable for DDL entailrhen particular, since the
intended meaning is that bridge rul®s; constitute a semantic channel which allows for
ontology; to access and import knowledffem ontologyi, we want information flow to
be “directional” in some sense. To express this, we firsbahice the notion of a bridge
graph.

Definition 14.1.1 The bridge graphGGz of a DTBox¥ is a directed graph with an arc
fromi to j exactly when the set of bridge rul@s; is non-empty.

We can then state the main property we are looking for as:
Directionality desideratum If in G« there is no path fromto j, then® =, j : AC B
ifand only if ' =, j : A C B, where¥’ is obtained by removing;, %8, and
B, from T.
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This says that knowledge is propagatedy through bridge rules, so that if there are
no bridge rules that go fromtowardsj, then; is not affected byi. The following two
isolation properties are special cases of this:

Isolation 1 A T-box without incoming bridge rules is not affected by atfidboxes. (For-
mally, if B,;, =0foralk #ic I,then¥ ,i: AC B=—T,F AC B)

Isolation 2 A T-box without outgoing bridge rules does not affect thesoth-boxes.

Unfortunately, propertysolation 1does not always hold, because of onto-rules. In-

deed, in the presence of onto-rule A =, 9. G from T-box 7; to 75, if 7, entails

T C G, thenl : A cannot be empty according to DDL semantics, and so, for ebl@mp
an inconsistency would be generatedifentailsA C 1. This is despite the fact that the
bridge rules are toward;.

Propertylsolation 2may also not hold. Indeed, if; is unsatisfiable, thefl; =,
2 : X C Y for every X, Y, even if there are no bridge rules connectifigwith 75,
because there are no satisfying distributed interpretsitat all. Note that in a DDL,
inconsistency may arise in a connected group of T-boxes #wsarch T-box is locally
consistent; e.g., consider the case in the hypothesis ofmaefd.1.1, wheff; =T C G
and7; = HCl.

This is a significant problem, because a localized incomstst spreads and contami-
nates reasoning iall other local ontologies, even in the absence of connectimtiseim,
because there will be no satisfying distributed intergreta and hence every statement
about them is true, as usual in logic. This problem plagulesatiular and distributed
representation systems.

In the following section we propose an extension of theahgemantics in order to
fix this problem.

14.2 Inconsistency in DDL

There are a number of possible approaches to handle theepraslinconsistency prop-
agation.

(1) Define d-entailment in a 2-step manner, first eliminatmgpl T-boxes that are
inconsistent, and then using the standard definition. Thblpm with this approach is
that it is non-monotonic, and it does not deal with cases witiee inconsistency arises
due to several connected local sources.

(2) Use some variant of a multi-modal epistemic semantitsghvallows for models
of even inconsistent knowledge in the case when the set efsailde worlds is empty.
Such an approach was used in [GS00] for Distributed Firse©kdgics, but its compu-
tational complexity/decidability aspects are quite wawme, and the precise impact of
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such non-standard semantics on logical consequencesdgdaxplain in an intuitive
manner to users.

(3) Introduce some special interpretation, called a “hadeBS03], whose role is to
interpret even inconsistent local T-boxes. We pursue #tisfl option.

Definition 14.2.1 Aholefor a T-box7 is an interpretatiorz© = (), -), where the domain
is empty.

Of course, the important property of holes is that= X C Y for every X andY’, since
both sides are interpreted as the empty set. We will howewatirtue to refer to T-boxes
as“inconsistent/unsatisfiable’in case there are no interpretatioother thanZ< which
satisfy all the axioms in it.

Let us extend the notion of d-entailmeat;, obtaining the=. relation, by also allow-
ing holes as interpretations for local T-boxes. Note that eeen if some local T-bo¥;
is inconsistent, we still have an interpretation for the {ghdTBox: one that use$* to
satisfy7;.

Properties of the semantics with holes First, the new semantics does the intended job:
Theorem 14.2.1The earlier-stated “directionality desideratum” holdsrfe-=,.

Non-standard semantics (such as multivalued logics) camVer distort the meaning of
the original semantics in unpredictable ways. The follaywiesults should be reassuring
in this respect.

For any®¥ and any: € I, let ¥(¢;) (the distributed T-box with the-th local T-box
viewed as inconsistent) be obtained by removings;; and8; form ¥, and by extend-
ing eachZ7; with the set of axiomg§G C_L |i : A = j:Ge B;;}. For any finite set
J={i1,...,i,},suchthat C I,letZT(e;) beZ(e;,) ... (&,). (If JisemptyZ(e;) = F.)
The following then precisely characterizes the relatigmsi =, and|=.:

Proposition 14.2.1% . i : X C Y if and only if for every subset C I not containing
i, () Fal: XCY.

Moreover, in acyclic cases the relationship is even clearer
Proposition 14.2.2Let¥ = (7;,75,B,2) be a DTBox. Then

(i) if 7; is consistent, then fof € {1,2}, T = j: X C Yifandonly if¥ =, j :
XCY.

(ii) if 7; is inconsistent, the@ =, 2 : X C Y ifandonly if LU {G CL| 1: A =
2:G E%lz}IZXEY
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Application to Other Frameworks As noted earlier, the problem of local inconsis-
tency polluting the inferences of all the modules in a moduégresentation is quite
general. We examine how the approach presented here camplidap two previously
proposed schemes.

[SK03a] proposes an elegant notion of modular ontology Wwhtarts from the seman-
tic framework of DDLs, but restricts bridge rules to “iddi@s” defining new local names
j = N using concepts : C from T-boxi, modulo a semantic domain correspondence ex-
actly liker;; for DDLs.® This can be modeled by replacing every definitiorC' = j : N
by the composed bridge rule: C — j : N. Therefore the semantics involving holes
introduced in the previous section can be applied to thisagah, in order to localize
inconsistencies in modules.

The Somewhere Peer Data Management System [Rou04] confsastsotiection of
peers which maintain local ontologies, including repog®of “extensional data”. Peers
are acquainted with neighbours, whose concepts they carandequery processing in-
volves intensional distributed reasoning for query rangit Since this reasoning is (se-
mantically) based on a single global interpretation, itubject to the above mentioned
difficulties due to inconsistency. In fact, for completesiesglobal consistency check,
involving even unconnected peers, would be required. Wddwsuwggest adopting a dis-
tributed semantics with holes, such as that of DDL. In paldiG current peer links in
Somewhere can be reduced to subsumption expressionslikern3 : D C 2: E. A
DDL can be constructed from this by replacing occurrences:of’ in peer;j by new,
local symbolC;, and adding bridge rules: ¢ — j : C; andi : =C — j : —=C,.
Our semantics then provides for directionality and logaéind the next section provides
a distributed satisfiability testing algorithm for the serties with holes.

Finally, the C-OWL [BGV 04] proposal for contextualized ontologies, uses a similar
model theory as DDL. The only difference concerns the d&imiof hole, which, in C-
OWL was defined on a non empty set. Those notion of hole supgetstionality in all

the cases except the case of presena’e:m‘i j :L rule, which allows to propagate
back inconsistency. The particular version of “holes” give the deliverable gives to
C-OWL the directionality property, in addition to the locad inconsistency it already
had.

14.3 Fixed-Point Semantics of Bridge Rules

As we saw earlier, combinations of bridge rules allow theppgation of subsumptions
across T-boxes. To better understand how this propagagiopens, we will associate with
a setB;; of bridge rules an operator of the same name, which exterdstth T-box with

SAlthough [SK03a] originally defines imported names usingjaactive queries over concepts and roles
in T-box j, it then says that these can be “rolled up” into descriptidithough this may in fact not always
be doable, we will deal here with exactly those definitionsabich this roll-up holds.

KWEB/2004/D2.1.3.1/v1.1 July 30, 2005 77



14. DISTRIBUTED AND MODULAR ONTOLOGY REASONING

a set of subsumption axioms that are the transformationndgé® rules of subsumptions
in thei-th T-box.

Before proceeding further, we need to introduce the conceplispint union for
interpretations. To begin with, we define as usual the disjonion of two, possibly
overlapping set$ and7 asS W T = (S x {#}) U (T x {@}), where the values are
distinguished by tupling with two discriminant symbols #~and@, in this case. This
is generalized to the disjoint unid#,_, S; of a collection of set$.S; };cx indexed with
(possibly infinite) K, by using the indexesas the discriminants.

Definition 14.3.1 Given two interpretationg = (Az,-%) andJ = (Az,-7) of the
same languagé, the disjoint union ofZ and.7, denoted byZ & 7, is <AIW, -ZW>,
where:

1. AI&JJ = AI X {#}UAJ X {@}
2. for conceptd, (A)¥7 = AT x {#} U A7 x {@}

3-gg;omfﬁfywj=={«I,#de,#ﬂ>|@%y>€<RI}U{<0UN@%(Zv@)>I(w,2>€

Disjoint union for interpretations], ., Z, can similarly be generalized to the case of a
sets. Intuitively the interpretatiahw 7 is interpretation that is composed of two unrelated
subparts one is isomorphic oand the other tq7.

Definition 14.3.2 A description logic familyD L has thedisjoint union satisfiability prop-
ertyif 7' = Wier EZ holds for all concepts and roles overDL, and for all interpre-
tationsZ’ = |4, . x Zi.-

Lemma 14.3.1 SHZ Q, and its sub-languages, have the distributed union saltisitia
property.

On the other hand, languages that support nominals (suchMég,@r A-boxes do not
have this property.

The bridge operator The bridge operator essentially applies generalized snpson
propagation Lemma 14.1.2, to find new subsumptions:

Definition 14.3.3 Given a set of bridge rule®, from DL, to DL,, thebridge operator
B1o(+), taking as input a T-box iDL, and producing a T-box irDL,, is defined as
follows:

71 = AC i B,

Bio(T) = G| |H [ A 20 B
k=1 1: B, — 2: Hy € By,

fori1<k<n,n>0
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(Notationally,| |,_, D, denotesL..)

It is remarkable that these are essentiallythe inferences that one can gétwe use the
semantics with holes:

Theorem 14.3.1Let %, = (71,73,B15) be a distributed T-box. IDL; and DL, have
the distributed union satisfiability property then:
Tlg }:EQXEY@%U%lg(IZ-l) }:XEY

For any family8 = {B,;}, e, of bridge rules, we can combine these into a new
operator on a family of T-boxes as follows:

J#i

B({T}ier) = {z- ul %(7;-)}

If 1 is finite and eachB; is finite, then there is a positive integesuch that for every
family of T-boxesT, B°(T) = B**!(T). Let us then defin&*(T) as®B*(T), whereb is
the first positive integer such th&’(T) = B (T). Furthermore le®3**!(T);, be the
i-th T-box inB*+1(T).

Theorem 14.3.2For every® = (T,B), T =, j : X C Y if and only if thej-th T-box of
B*(T) entailsX C Y.

Applications to Caching A number of researchers have considered the idea of caching
locally the necessary information from the imported ong91@,,..,., since this is assumed

to be both more efficient (there is no need to interrupt loeakoning, while waiting for
answers from the other ontology), and more perspicuous tharpoint of view of the
local user: in order to understand an imported conégjittis not necessary to understand
all of 7., only the locally cached part, which is presumed to be mucallem (This

idea is also known as “subsetting”, and there is considenasdearch on this topic in the
ontology community .)

Theorem 14.3.2 above indicates that it is possible to finpee-compile in a sound
and complete manner the subsumption information importta local ontologyZ; by
the bridge rules in a DTBo¥X: compute and store it.

In a similar vein, [SK03a] takes the set of imported concefiritions{ N, = other :
Dy | k = 1,...,n}, and then computes and caches the subsumption hierarch of t
{N}. Since we have explained in Section 14.2 that the module amésim in [SK03a]
can be represented as a DDL, Lemma 14.1.2 indicates thag ifattguage contains at
leastALC, and if it is possible to ask subsumption queries about cexgbncepts com-
posed using the imported definitions, then it is not sufficiercache only subsumptions
of the form Dy, C Dy, Since there may be additional subsumptions entailed)\imgp
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disjunctions. On the other hand, by Theorem 14.3.2 itsigfficientto cache all sub-
sumptions of the formiV, C N, U ... N, whose definitions satisfy the condition
Tother = Dy, ©T Dy, U ..U Dy, .

14.4 Distributed Tableaux Algorithm for DDL

In this section we describe a tableaux-based decision guwedor® =, i : X C Y,
for DTBoxes whose bridge grapHs is acyclic. The cyclic case is left for future work,
pending the identification of a loop blocking strategy thagserves the independence of
the local proofs.

To simplify the description, we suppose that local ontasgire expressed in (a subset
of) the SHZ Q language — one of the most widely known DLs. Also, we will assu
that the consequences of bridge rules are atomic namess ¢dhdition can easily be
achieved by introducing, through definitions, names forabesequent concepts.). We
need the usual notion of axiom internalization, as in [HST73fven a T-box7;, the
conceptC'r, is defined a€'z, = [y pe ~F U D; also, the role hierarchftz; contains
the role axioms off;, plus additional axiom# C U, for each roleP of 7;, with U some
fresh role.

The algorithm for testing-satisfiability of a concept expressiox (i.e., checking
T £ j : X C1) builds, as usual, a finite representation of a distributéerpretatiory,
by running locahutonomousSHZ Q tableaux procedures to find each local interpretation
Z; of J.

Definition 14.4.1 For each; € I, the functionDTab, takes as input a concepf and
tries to build a representation &f; with X% + () (called acompletion tregHST99]) for
the conceptX M C7, MVU.C7;, using theSHZ Q expansion rules, w.r.t. the role hierarchy
Rz, plus the following additional “bridge” expansion rules

"There is no need to iterate if we assume that imported nanme®tae used in additional axioms of
the local ontology — only for labeling information on the sartic web, for example.
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Unsat<B,;-rule
if1. GeL(x),i:A—=5j:GeB,, and
2. IsSaf(AM | |B’) = False, for som&l’ < L(x),
then £(z) — L(z) U{| |H'}

New-sB,;-rule
if1. Ge L(x),i:A—=5j:GeB,, and
2. BC {B|i: B—j:H¢c%B,;}, and
3. fornoB’ C BisIsSat(A M —| |B’) = False, and
4. fornoB’ D BisIsSat(Am—| |B’) = True,
then ifDTab,;(A M —| | B) = Satisfiable
then IsSa{A M —| |B) = True
else IsSatA M —| | B) = False

The idea, inspired by bridge operats;(-), is that wheneveDTab; encounters a node
x that contains a labé&l which is a consequence of an onto-bridge rule, then if LH

is entailed by the bridge rules, the lalpeélH, is added tac. To determine itG C LUH is
entailed by bridge rule®,;, DTab, invokesDTab;, on the satisfiability of the conceptr
—(UB). DTab; will build (independently fronDTab;) an interpretatior?;, as illustrated
in Figure 14.2. To avoid redundant callSTab, caches the calls t®Tab; in a data
structurelsSat, which caches the subsumption propagations that have loegputed so
far. Specifically, for every’, IsSat(C') will be set toTrue/Falsevhenevef® (= i : C C L
is determined.

Theorem 14.4.1 (Termination) For any acyclic DTBox¥ and for anySHZ Q concept
X, DTab;(X) terminates.

Theorem 14.4.2 (Soundness and completenesg) X is satisfiable inT if and only if
DTab;(.X) can generate a complete and clash-free completion tree.

Note that the construction of the distributed interpretatian be parallelized, as each
local tableau procedure can run independently from therstheithout checking for
blocking conditions with nodes generated by the other ltadaleaux. We will overview
the implementation of the distributed algorithm proposedva in the next section.

14.5 DRAGO Reasoning System

In this section we will describe a design and implementgpidgmciples that lay in the base
of DRAGO (Distributed Reasoning Architecture for a Galaxy oft@ogies), the system
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DTab,(A"— (B,LB,)) DTab,(X)
14
L@ ={AT—(B,UB)}/Z

Vi N

Figure 14.2: lllustrative step of the distributed tablealgorithm: subsumption propaga-
tion forced by bridge rules : A ij -G, i By ij :Hyandi: By ij : Hy

for reasoning with multiple ontologies connected by pasewsemantic mappinds.

Vision As depicted in Figure 14.3, DRAGO envisages a Web of ontotogeing dis-
tributed amongst a peer-to-peer networlDBAGO Reasoning PeefBRP).

The role of a DRP is to provide reasoning services for ontel®gegistered to it, as
well as to request reasoning services of other DRPs whenstinexjuired for fulfillment
of distributed reasoning algorithm. The key issue of the D&RtRat it provides possibility
to register not just a stand alone ontology, but an ontolagpted with a set of semantic
mappings.

In order to register an ontology to a DRP, the users specifygeadb identifier for
it, a Unified Resource ldentificator (URI), and give a physicalaltion of ontology on
the Web, a Unified Resource Locator (URL). Besides that, it isiptesto assign to an
ontology a set of semantic mappings, providing in the samenexatheir location on the
Web. As we discussed in the previous sections, attachingpmggto ontology enriches
its knowledge due to the subsumption propagation mechariisrrevent the possibility
of attaching malicious mappings that can obstruct or falshsoning services, only the
user that registered the ontology is allowed to add mapgmgs

When users or applications want to perform reasoning witheaadregistered on-
tologies, they refer to the corresponding DRP and invokeesisoning services giving the
URI of the desired ontology.

Shttp://trinity.dit.unitn.it/drago
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Reasoning Reasoning
Peer Peer

Reasoning

O - ontology

Figure 14.3: DRAGO vision.

- semantic mapping

Architecture A DRP constitutes the basic element of DRAGO. The major compuisne
of a DRP are depicted in Figure 14.4.

A DRP has two interfaces which can be invoked by users or agijits:

* A Registration Serviceterface is meant for creating/modifying/deleting ofiseg
trations of ontologies and mappings assigned to them.

» A Reasoning Servicasterface enables the calls of reasoning services fortergid
ontologies. Among the reasoning services can be a posgitilicheck ontology
consistency, build classification, verify concepts satisfity and check entailment.

All accessibility information about registered ontolagjgend mappings is stored by a
DRP in its localRegistration Storage

In order to register an ontology with a collection of semamtiappings attached to
it (both available on the Web) a user or application invokesRegistration Service of a
DRP and sends to it the following registration information:

» URI to which the ontology will be bound.
» URLSs of ontology and semantic mappings attached to it, if any

* If the semantic mappings connect this ontology with orgae registered to ex-
ternal DRPs then additionally the URLs of these DRPs should beifsgd. This
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= DRAGO Reasoning Peer
Userl (DRP)
= DRP Application —

Registration - Ontology Parser
Manager
Mapping Parser

DRP Registration Distributed reasoner

Storage
DL Tableau Algorithm
| Reasoning > Bridge Expansion Rule

Manager

i = e
Application/
DRP |

| — &> Service calls

Service
v
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> DRP

r— Reasoning
Services

Control flow |

Figure 14.4: DRAGO architecture.

requirement is explained by the necessity to know who isoesiple for reasoning
with these ontologies.

The Registration Service interface is implemented byRegistration ManageWhen
the Manager receives a registration request, it (i) coeghlt Registration Storage and
verifies if the URI has not occupied yet, (ii) if not it accessesologies and assigned
mappings from their URLS, (iii) asks Parser component to @sdhem, (iv) initializes
the Distributed Reasoner with the parsed data, and (v) firaltys a new record to the
Registration Storage.

The Parsercomponent translates ontologies and mappings sourceditbs internal
format used by the Distributed Reasoner. For doing so, theePaonsist from two sub
components: the ontology parser, tailored on ontologydagg formats (for example,
OWL [BvHH™04]), and the mapping parser, tailored on mapping formatsgfample,
C-OWL [BGVHT03]).

The Reasoning Managecomponent implements the Reasoning Services interface.
When users, applications or other DRPs invoke this interfandiag the URI of requested
ontology, the Manager verifies with the Registration Storalgether the URI is registered
to the DRP and, if yes, asks the Distributed Reasoner to exeoutesponding reasoning
task for that ontology.

TheDistributed Reasoneepresents a brain of a DRP. It realizes the distributed algo-
rithm proposed in the Section 14.4 and reasons on ontolagibsattached mappings that
are registered to the DRP. The Distributed Reasoner is buitbprof standard tableau
reasoner whose algorithm was extended with the additiondigBrExpansion Rule in
accordance with the distributed tableau algorithm. WherBitigge Expansion Rule is
applied it analyzes semantic mappings and possibly gesarahsoning sub tasks that are
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required to be executed in the ontologies participating &ppings.

To dispatch the reasoning tasks generated by a DistributasidRer to the responsible
reasoners, th&®easoning Propagatocomponent refers to the Reasoning Manager and
either dispatches reasoning to the local Distributed Reasonsends out a request of
reasoning service to the corresponding external DRP.

Implementation The described DRAGO architecture has been implemented éor th
case of OWL [BvHH 04] ontology space. For expressing semantic mappings keetwe
OWL ontologies we use a C-OWL [BGvH3, BGv'04]. According to C-OWL, map-
ping consists of references to the source and target oméslagd a series of bridge rules
relating classes between these ontologies. Due to theatiomiis of introduced distrib-
uted tableau algorithm (see Section 14.4) among the pesSHDWL bridge rule types
DRAGO supports the use &f, C, T rules connecting atomic concepts.

A Distributed Reasoner was implemented as an extension t@ean source OWL
reasoner PellétOriginally, Pellet parses OWL ontology to a Knowledge Bas®@k/A-
box). To satisfy the needs of DRAGO we extended a Pellet's Kedge Base with a
M-box containing parsed C-OWL mappings. Another extensioRelfet was done by
adding a Bridge Expansion Rule to the core tableau algorithorder to transform it
to the distributed tableau. This rule is called for every aadeated by the core tableau
algorithm and consist in finding such bridge rules in M-boattare capable of import-
ing new subsumptions from mapping-related ontologiesh@dlgh the proposed distrib-
uted tableaux algorithm admits cache-based implementatiorent version of Distrib-
uted Reasoner was implemented in a straightforward way withdvanced optimization
techniques as the caching, for example, is. We left optiiwma for the future work and
extensive testing phase.

DRAGO is implemented to operate over HTTP and to access a@igdand mappings
published on the Web. A DRP represents several java serlatshould be deployed to
a java-enabled Web-server, for example Tonigat.

14.6 Preliminary Evaluation of Distributed Reasoning

In order to practically evaluate the proposed distributedsoning algorithm we per-
formed some preliminary experiments in order to see howikiged algorithm performs
w.r.t. a global tableaux algorithm based on the encodingrded in [BS03].

Experimental Methodology We used the following comparison scheme. Given a mod-
ular ontology we load it into DRAGO distributed reasoner, mitlto the reasoner 100

Shtt p: / / www. mi ndswap. or g/ 2003/ pel | et
©Ontt p: //j akart a. apache. or g/ t ontat
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random satisfiability tests, and collect the CPU time sperthbyeasoner to verify tests.
Then we encode the modular ontology into equivalent globtdlogy, load it into a Pellet

OWL reasoner, submit to the reasoner the same set of 100 aaitisfitests, and again
measure the CPU time spent.

As modules to be used for creating a synthetic modular ogyolee have used the
OWL version of the biochemistry ontology developed in Tanigect and available at
on-line ontology storé! Despite the fact that the very same ontology was used as eesour
of multiple modules to force the difference between moduleitentionally changed the
internal namespace of ontology in every module.

To interconnect modules into a modular ontology we gendnatedom sets of bridge
rules between concepts of modules (M) and target modulatagy (O). We investigated
three topologies of modular ontology formally corresporgdio the following bridge
graphs in DDLs:

o ()
0 @30

Bridge graph 1 Bridge graph 2 Bridge graph 3

Results and Comments All tests were made on Intel Pentium M processor 1500MHz
with 512MB RAM running Microsoft Windows XP Professional.

The results of the preliminary evaluation are presented igarés 14.5, 14.6, and
14.7, where the light bar stands for invocation of distrlaiteasoner DRAGO and the
solid bar corresponds to the stand alone Pellet OWL reasoner.

We could not proceed the experimenting with the bigger amotioridge rules since
the global approach in most of cases ran out of memory whéhneadistributed approach
continued to work.

14.7 Conclusions and Outlook

In this chapter we have focused on the Distributed Desonpliogics, the formalism
supporting the representation and providing reasoningatipo the case of distributed
and modular ontologies.

We have described the theoretically sound and completetdittd tableau-based rea-
soning technique for DDLs and presented an overview of dggpypical implementation,

Unhttp:// protege. stanford. edu/ pl ugi ns/owl /ow -1ibrary/tanbis-full
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DRAGO reasoning system.

Preliminary evaluation of the proposed distributed reaspapproach versus the rea-
soning in the equivalent global ontology forms a first denti@tise impression that the
execution of reasoning tasks with a network of modules islyiko scale against the
same task executed in a single ontology formed by turningutesdn a network together.
However, this is just a preliminary step towards invest@abf scaling behaviour of the
distributed algorithm.

As promising paths for further research we plan to implenaentexplore the caching
techniques for improving the distributed algorithm, pemican extensive testing for in-
vestigation of the algorithm'’s scaling behaviour, and findefine and implement a cycle
blocking strategy to deal with general distributed T-boxes
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Chapter 15

Reasoning on Dynamically Built
Reasoning Space with Ontology
Modules

by FABIO PORTO

15.1 Introduction

Reasoning over distributed and autonomous developed gmsldas to face a number
of new challenges. First, current reasoners [HMO03] comsii¢ology as forming a sin-
gle logical theory. Unfortunately, both distribution andt@omy adversely contribute to
such a view. Therefore in order to use current reasoningvaodtthe set of autonomous
developed ontologies must be aligned and integrated intaghesconsistent ontology.
Second, as in the context of database integration [DPSB@8Jiaallow building a single
logical theory, definition on different ontologies must tigred by the use of correspon-
dence expressions. Thirdly, the set of involved ontologiay get to a quite voluminous
amount of data. As a result, aima solution of transferring all ontologies to a locatioman
then proceed with local reasoning does not scale up. Fjraalipnomously defined on-
tologies may assert contradictory definitions, which sootb@s classify as conflicts in
the integration process. Conflicts identification is, in fadbol for fixing correspondence
assertions and applying ontology alignment. So, reasomugr this setting should be
capable of identifying such conflicts and acting approphat

In Chapter 14, Serafini and Tamilin, present an approach &riloited reasoning, in
the context discussed in the previous paragraph, basedbalgubsumption. The main
result of their work is to deduce global subsumption baseldcal ontology subsumption
and bridge rules [BGVHO03, BGv'04]. Their approach is scalable as it keeps reasoning
to single ontologies.

In this contribution, we propose a different approach basedlobal reasoning over
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relevant ontology entities, with respect to an ontologyrguextracted from ontology
modules. Ontology modules are supported by peers thatggeeasoning and ontology
processing. It is assumed that a set of mapping expressi@isreeach module seman-
tically associating local ontology entities to correspiogddefinitions in other ontology
modules.

Ontology queries submitted to peers are answered by reggorer a dynamically
built reasoning space comprising relevant ontology estitiaptured among autonomous
developed ontologies. We give some initial ideas on how twadyically build a reasoning
space and point to further research issues.

The rest of this contribution is structured as follows. ®sttl5.2 presents the con-
cepts of ontology spaces and ontology modules. Next, setbd3 develops the strategy
of building a reasoning space to answer reasoning queresaomontology space. Section
15.4 uses a scenario of web services discovery to illustih@t@pproach. Finally, section
15.5 gives our conclusions and points to some future work.

15.2 Ontology Space and Modules

Autonomously developed ontologies emerge quite naturallyifferent business areas.
However as business evolves, interactions among partnemsope the extension of each
one’s activities towards a network of interrelated procass data. If automation is re-
quired to support the business process, the independegibged ontologies may prove
useful in solving semantic misunderstandings by offermmgpendently a wider semantic
cover for reasoning tasks.

We name a set of autonomously specified ontologies over vanidtypothetical rea-
soner could evaluate an ontology queryanology spac€OS). Given two ontologies
taking part in aOS we say that they intersect if there is a known corresporelasser-
tion associating entities against both ontologies.

The set of entities specified in a ontology together with aoéebrrespondences ex-
pressed with entities in other ontologies define an ontolaggule (M). The underlying
ontology of a module is named it&se ontologyAn ontology entity in a module is either
defined in itsbase ontologylocal entity, or added to it by an equivalence correspooéden
with an external entity, specified in a different ontologielconcept of modules is similar
to context in C-OWL [BGvH 03, BGv"04].

Definition 15.2.1 A module is a tuple Mo xid, D, L, C, Q,, Os>, where id corresponds

to a Unique Resource Identifier (URI) for the moduleis the description of the module,
either expressed in natural language or by means of an ogyolanguage;L is the on-
tology language used in Md;' is a set of correspondences (defined below) associating
local entities with entities defined in external modul@s;s the base ontology and, is

the set of external ontologies to which correspondences watll Entities are specified.
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The ontology description should aid both humans and mashimgelecting modules.
Such descriptions may include domain characteristics;funational properties, and as-
sumptions. The latter can be used, for instance, in deciahigh modules to consider in
answering a query.

Definition 15.2.2 below specifies valid correspondencesvéen ontology entities
[BGVHT03, BGV 04].

Definition 15.2.2 An ontology correspondence is a relation in one of the follm#¥orms:

«C=D (for class equivalence)

« CCD (for subsumption)

«CDOD (for superset)

* R=S (for relationship equivalence)
s V=t (for instance equivalence)

where (C, R, v) and (D, S, t) are, respectively, local and estezntities with respect
to a module.C' is of type classD is a class expression of the forfitty, ..., ¢,), where
the termst; are either class names or class expressions Amslan n-ary class builder
operator, R and S are ontology relationships, and and ¢ are instances [BGvHO03,
BGv04].

Correspondences are specified from a module designer poiigvaf They contribute
to the semantic autonomy of each module by giving local priation to external en-
tities, with no impact on their semantics in the original@agies. We further consider
that the ontology correspondences complements the basklgyis definitions and can
be locally validated indicating eventual conflicts.

We also define peer P=<Mo,QL> that models a software component capable of
answering ontology queries expressedn language over an ontology module Mo. A
peer systens a set PS+J) P, wherel < i < n is the identification of each peer in the
set.

15.3 Reasoning Space

We use the termmeasoning spacéRS) to denote a virtual ontology that is dynamically
built to answer an ontology query over an ontology space.

A reasoning space includes the base ontology associatednimdale that receives
the query and complementary elements gathered from eki@nt@logies. Entities of a
reasoning space share the same ontology language and fangieaantology.
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Definition 15.3.1 A Reasoning space RS is defined as: RSO U C}, where O is an
ontology space and C is the set of correspondences assurelgments in O.

Definition 15.3.2 We also define a reasoning space mapping function f(Q,RSSDihat
given: a ontology query), a reasoning space RS and a ontology sp@ceroduces a
new reasoning space RS’.

The mapping functiorf expandskRSduring query evaluation. Reasoning on a RS is
done incrementally as relevant entities in external ogiel® are identified and added to
it. As soon as the query is decided, the incremental proeessrates.

— subsumption

== *correspondence

Figure 15.1: Ontology space.

Let us motivate the discussion seasoning spacéy aid of a simple example, as
illustrated in Figure 15.1. The picture presents an ontpkgace O, comprised of two
ontologies,0; andO,. Module M; = {O,, C;} includes its base ontology; and a set
of equivalence type of correspondencgs associating entities defined . One may
clearly identify that the complete logical theory is incmtent as the subsumption relation
betweenO; : y; andO; : z; should also hold irO, as a result of”;. Unfortunately,
as a result of the evolution of autonomously managed oniedogve should expect that
inconsistencies like this one are prone to emerge and sheuwdnsidered when reasoning
over the ontology space.

In order to complete the example, a ontology qu@ryQ = =, C x,, is submitted to
ontology moduleV/;. Query@ can not be decided using uniquely entities specifietlin
base ontology);, therefore the mapping functigh{ @, O; UC}, O) : RS; is computed to
extend the original reasoning space comprised initiallyhefunion of ontologyD, and
the correspondence s€t. The mapping functiory identifies a set of relevant entities

lWe consider the existence of a query answering system orf &gcd module forming a P2P network
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in O, to be included into theeasoning spacef query(@. Relevant entities are those in
O, associated to entities i@0; that appear iQ, RE = {yi, x2, x3, y1 C T2, 2 C w3,
z1 C x3}. Thereasoning space RS augmented with relevant entities in RS = O,U

R, and reasoning over RS’ can proceed. Having all the entilesant for query), RS’
has sufficient knowledge for deciding the query. As a mattdact, RS’ will bring up
the existing inconsistency in the ontology space, progdin opportunity for alignment
between ontologies and corresponderfces.

15.3.1 Ontology Query Model

We consider boolean DL conjunctive queries where users waaheck on satisfiabil-
ity with respect to a ontology space. These query types aperitant for applications
like web service discovery, where a matching process regtir verify subsumption and
equivalence between goals and web service descriptiorstersnwell as satisfiability of
instance of concemxpression [LRKO04].

Our approach is based on set theory, as adopted in [BLRTO®jeicontext of web
service discovery. In this context, a query expresses aunotipn of disjoint sets of
objects.

Definition 15.3.3 An ontology query is in reduced clause form RCF [BLRTO5] iegiv
Q=qiA QA ... A Q,, Where gis a clause modeling a set of objects, then q; = 0, i
#j, 1<1,j <n.

In our example, the query QX X, includes a single clause, restricting the concept
Xa.

A query in RCF is satisfied if we can prove that each of its digjséts is a subset of
some set of objects in RS.

15.3.2 Finding Relevant Entities on the Ontology Space

As discussed above, the mapping function identifies retegatities on the ontology
space to be considered in extending teéasoning spaceA strategy for identifying the
set of relevant entities is the objective of this section.

Identifying relevant entities is achieved in two steps. He first step, we check for
relevant correspondences in the current reasoning spacenatne second step, a new
guery for obtaining relevant entities is submitted to thepeetive ontology module.

Definition 15.3.4 A relevant correspondence defines a set of objects with a nptyem
intersection with a RCF query clause.

2We do not address in this contribution solutions to confiigituations.
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As an example, for querg) and correspondencesO;: x; = O,: X1, 011 y; =
O,: y1}, we have that x C x; and x C y;. Therefore the relevant correspondence set
RC=C.

Next, we need to query the corresponding ontology modulagfevant entities. Sim-
ilarly with Definition 15.3.4, the set of relevant entitiesantology modules, RE, are those
concepts and roles whose corresponding object set intens@h objects in the RC set.

In our initial example, RE= @ RC, thus RE={y;, Xo, X3, Y1 C Xa, Xo C X3, X; C
X3}

15.3.3 Answering Queries over the Reasoning Space

A reasoning space is obtained by successively extendingpavarsion. The extension
includes the relevant entities obtained in the process ssritbed in Section 15.3.2 and
the correspondences fetched from the target module.

Once obtained, a traditional reasoner evaluates the quenytbe reasoning space.
The process finishes when, either the query has been dedcitieele is no more possible
extension of the reasoning space.

In case an inconsistency is detected a user interventiorb@agquested to allow for
process continuation.

15.3.4 Dealing with Global Interpretation

In a ontology space made of autonomous independent ongslogiasoning has to con-
sider how to interpret definitions to which explicit corresgences have not been speci-
fied. In the running example, analyzing the satisfiabilitgjoéry Q=x C x,, depends on
the given interpretation for both >and x%. If a local interpretation is assumed, by prefix-
ing each ontology entity with a local identification, thetisiability is only achieved if
explicit correspondences associate query terms intatgetwith ontology entities used
for reasoning.

On the other hand, one may be interested in possible answardtsefreasoning query.
In this scenario, entities computed as relevant that ptekersame term are considered
as having an implicitly equivalence correspondence. Thevatmn for such assumption
is that relevant entities are taken from the intersectidrobguery clause with relevant
correspondences (see Section 15.3.2) in the remote ogtolidys reinforces that both
terms share the same semantic context and, thus, may bealegqaivProducing possible
answers may include providing users with a list of assumedespondences, so that
further processing may analyze its pertinence.
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15.4 Applying the Reasoning Space Approach into a Use
Case

In this section, we illustrate the procedure for reasonivgr @reasoning spaces pre-
sented in Section 15.3 above. We consider a use case in wh@k gearch for Web
services that provide car rental services.

We take the approach presented in [Kid2] in which Web service functionality (or
capability in WSMO terms [LRKO04]) is described by meanscoihjunctive formulae
[CGL90] indicating the objects involved in the functionglprovided by the Web ser-
vice and relationship between these objects. Correspolyduger queries are grounded
conjunctive queries that express the desired service hwhi¢VSMO is called &oal.

Thus, finding a Web service that satisfies the user corresptmnohatching the user
goal against descriptions of Web service functionality.fdstunately, very often, termi-
nologies used in describing the goal and the web servicdituadity may be different.
This is where the ontology space comes into the game. It gesvthe means to verify the
correspondences between terms used in the goal and wetestenvctionality definitions.

In this context, let us consider an ontology sp&&{0,,0,}, with its corresponding
modulesM={M, M, } that are used by the matching algorithms to eliminate anitxégu
and heterogeneities in between goal and web service désariprminology.

An agent looking for booking aportscarin the city ofLausanneas part of a tourism
package, would initiate a Web service discovery procesaubyngting a corresponding
goal to the system. Let's assume that a single Web servicedssadvertised by offering
as one of its functionalities the rental of a set of car moaeEurope.

The agent’s goal g and Web service description ws would beeegpd as below:

g=carRental and model(sportscars) and place(Lausanne)
ws = carRental and model(Ferrari) and place(Europe)

Based on this input, the discovery process initiates a magchinction which ana-
lyzes the correspondences between prediczdglenta) modelandplacein g andws
These, however, cannot be directly matched because of thansie heterogeneity be-
tween the goal and the web service description. Ontologiepport is needed to over-
come the semantic gap. Thus, the matching function subnttseeay to module M to
find out whetheFerrari is a model okportscarandLausannes a place irEurope which
would lead to a successful match between the g@ald the web service descriptiors
The query to M is expressed as:

] q: FerrariC sportscar and Lausan@eEurope\
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The reasoning task is evaluated considering the module<sMe|,C,0,,0, >, ex-
emplified in Tables 15.1 and 15.2.

Table 15.1: Ontologies Qand Q.

01 02

Concept(Car) Concept(vehicle)
Concept(turbcenginecar) | Concept(sportscar
Concept(Lausanne) Concept(Ferrari)
Concept(EU) Concept(Europe)
Turbo_enginecar C Car sportscalC vehicle
LausanneC EU FerrariC sportscar

Table 15.2: Ontology Correspondence Definitiops ¢

c11: Oq: turboenginecarD O,: Ferrari
Ci2: O1: EU = Oy Europe

Queryq is in RCF, presenting clauses=tFerrariC sportscar and,t LausanneC
Europe. The evaluation af initially considers thaeasoning spac®S=0; U ;. In
this context, clause, can be decided by using correspondengg the same not being
observed with respect to the clausehat remains undecided. The evaluation;qdro-
ceeds by extending the initial reasoning space towardeaieentities defined in Qwith
respect ta;.

The logical expression in, specifies the set of objects where Ferrari is a subset of
sportscar. Analyzing the set of relevant correspondemc€s,ic,; is identified as provid-
ing the set of objects where Ferrari isi@bo_enginecar, thus g, N¢,7# () and is chosen to
compose the set of relevant correspondences.réleeant entitieof O, with respect to
¢, is obtained by evaluating REEO,N ¢;; } => {Concept(vehicle), Concept(sportscar),
Concept(Ferrari), Ferrafi sportscar, sportscar vehicle}.

Finally, the reasoning space RS is augmented ®Ri#a RSU RE and the evaluation
of t; can take place.

An attentive reader may argue that the query rewriting agogrg8] could be used to
decide on query without the burden of formulating a globRIS This would be the case
if we could guarantee consistency over ontologies in thelogy space. As discussed in
Section 15.1, conflicting definitions among participatimgadogies may raise as a result
of autonomous ontology evolution. In this context, if gesrare rewritten and evaluated
over single ontologies, such conflicts would be impossibldedtect, bringing eventually
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to users contradictory answers, which justifies the progp@pproach for reasoning over
a single logical theory that is incrementally extended.

15.5 Conclusion

Reasoning over distributed and heterogeneous ontologrest &n easy task. First, there
are no currently available distributed reasoners. Seckeeping correspondences be-
tween ontology entities up to date is hard as ontologiessevdihird, as ontologies cover
more complex domains their size augments precluding a cgmpiansfer of whole on-
tologies to the queried peer. Finally, inconsistenciesragnantologies may offer users
contradictory answer that would be hard to detect once thelemtesult has been pro-
duced.

In this contribution, we presented a strategy for reasoousy a set of autonomously
managed ontologies with correspondences defining locatgpretations for foreign de-
fined ontology entities. In our approach, a reasoning spadwriiit including relevant
ontology entities, with respect to a ontology query, foundareign ontologies. Rele-
vant entities are obtained by computing intersections @nuomology entities and query
clauses. Entities thus after discovered fill the reasoniage allowing the use of efficient
and available reasoner tools.

The approach presents solutions to all identified problamsalso brings to light new
guestions. As a matter of fact, deciding on inconsisterariesich an autonomous settings
is not easy as it has been discussed with respect to noreiexplirespondences. Clearly,
a more precise comparison of our approach with other dige ontology reasoning
based on query rewriting is of primordial importance to ea# the benefits of building
a reasoning space. This is in our list of future work. We alsm fio implement our
approach in a P2P system developed in the context of the Rieqgr Finally, we also
want to investigate a cost model for expanding the reas@page. The main intuition is
that there are innumerous equivalent paths to follow in@xpd) the ontology space. A
cost model based on previous reasoning tasks and stategi@sling individual ontology
entities should certainly contribute to reduce the queapstd-time.
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Chapter 16

Decentralized Case-Based Reasoning
with an Application to Oncology

by MATHIEU D’AQUIN, JEAN LIEBER, AMEDEO NAPOLI

Ontology modularization is generally concerned with theateposition of the knowl-
edge about a domain in several parts, called modules, thabasidered to be significant
with respect to this domain. Centralized reasoning systemshan replaced by distrib-
uted mechanisms for reasoning over modular ontologies.rdardo be efficient, these
mechanisms exploit the distribution of the knowledge intoduies and, as well, the re-
lations between these modules. This chapter addressesste of the practical use of
modular ontologies for a given domain: oncology. Case-basasbning (CBR, see e.g.
[LBSBW98, AP94]) is the reasoning methodology used for denisigoport in this frame-
work. Following the principle of decentralized artificiakelligence [DM89], we propose
a decentralized CBR (DzCBR) mechanism based on modular ontslogtee C-OWL
formalism [BGvH"04].

16.1 Introduction and Motivation: Adaptation Within Mul-
tiple Viewpoints in Oncology

Oncology is a complex domain where several specialties, elgmotherapy, surgery
and radiotherapy, are involved in several treatment phasesiost cases, the adequate
therapeutic decision is given according to a protocol teabaiates standard patient char-
acteristics with a recommended treatment. Even if it isglesi to take into account
the majority of the medical cases, a protocol does not cdléneasituations. Decisions
concerning patients out of the protocol are elaboratedinvahmulti-disciplinary expert
committee, and rely on the adaptation of the solutions plexviby the protocol for simi-
lar cases. Furthermore, specialties in oncology orgahizie background knowledge and
past experiences in different ways. Indeed, a protocorigsired according to the on-
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cology specialties and, during a meeting of an expert cotemjitach expert from each
specialty supplies a personal view on the solution as a partcollective solution. For
each specialty, a particular type of treatment is requestetdparticular treatment phase,
and the patient characteristics used to elaborate thei@olcihange from a specialty to
another. Thus, oncology specialties provide differentvpieints on oncology, and these
viewpoints are related to each other. Information aboutablpm, e.g. finding a ther-
apeutic decision for a patient, can be shared across spegjand decisions taken in a
particular specialty may influence decisions taken in agrodime.

CBR is a type of analogical reasoning in which problem-solvgigased on the adap-
tation of the solutions of similar problems, already solagdl stored in a case base. In
particular, knowledge-intensive CBR (KI-CBR [AamO04]) relies @ knowledge base in-
cluding domain knowledge and, as well, knowledge units @igdl for the retrieval and
adaptation operations of CBR (calledaptation knowledglereatfter). In the perspec-
tive of decision support for out of the protocol cases, a KI-GB&hanism relying on a
formalized protocol may be applied. In this way, the knowledised by expert commit-
tees is represented and operationalized in the form of atlaptknowledge to become
sharable and reusable.

C-OWL (for context-OWL) is a formalism that has been proposefB&wvH*04] for
the representation of mappings between several OWL on&sdo# local ontology in C-
OWL is considered as a context, having its own language aogitsnterpretation. Map-
pings are made of bridge rules that express semantic nedaietween classes, properties
and individuals of the local ontologies. In this way, mamg@rbetween ontologies using
C-OWL allow the coordinate use of these ontologies, keepiaditiowledge contained in
each of them in its local context. Then, C-OWL allows us to repn¢ modular ontologies
for combining the multiple viewpoints involved in oncolggand a KI-CBR mechanism
may be used with profit for exploiting such decentralizedwdeolge. The framework of
DzCBR is proposed here for this purpose. In DzCBR, several CBR gesese carried
out, each of them exploiting domain knowledge and adaptdtimwledge locally in a
particular context, treating the problem according to adipalar viewpoint. Collabora-
tion between viewpoints is then achieved thanks to brid¢gsroetween contexts, on the
basis of global reasoning in distributed description l@gstudied in [STO5] and reported
in Chapter 14.

The next section contains a brief introduction to CBR. It alstidates how CBR
is integrated within the semantic Web framework using OWLe Bection 16.3 details
the knowledge and reasoning models of DzCBR, and how problévmgas carried
out by combining several decentralized viewpoints represkby C-OWL contexts. An
application of DzCBR to a breast cancer treatment problemeisgmted in Section 16.4.
Finally, the related work is discussed in Section 16.5.
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16.2 Case-Based Reasoning with OWL

16.2.1 Principles of Case-Based Reasoning

A case is a problem solving episode usually representeddsgtdempb and asolution

Sol (pb) of pb. A case base is a (usually structured) set of cases, cail@de casesA
source case is denoted byr ce, Sol (srce)). CBR consists in solving target prob-

lem denoted byt gt , thanks to the case base. The classical CBR process relieoon tw
steps, retrieval and adaptatioRetrievalaims at finding a source problesr ce in the
case base that is considered to be similargo. The role of theadaptationtask is to
adapt the solution cdr ce, Sol (sr ce), in order to buildSol (t gt ), a solution ot gt .
Then, the solutiorsol (t gt ) is tested, repaired, and, if necessary, memorized fordutur
reuse.

In knowledge intensive CBR (KI-CBR, see e.g. [Aam04, GAGCDAFC9998)),
the CBR process relies on a formalized model of domain knovdeddis model may
contain, for example, an ontology of the application domaird can be used to organize
the case base for case retrieval. KI-CBR may also include somelkdge for adaptation,
as explained in the following.

16.2.2 Reformulations: an Approach for Representing Adaptation
Knowledge

Reformulations are basic elements for modeling adaptatiowledge for CBR [MLN98].
A reformulation is a paifr , A, ) wherer is a relation between problems ag{ is an
adaptation functionif r relatessr ce tot gt —denoted by §rce r t gt "— then any
solutionSol (srce) of srce can be adapted into a soluti@ol (t gt ) of t gt thanks
to the adaptation functiod, —denoted by Sol (srce) A, Sol (tgt)”.

In the reformulation model, retrieval consists in findingiailarity path relating
srcetotgt,i.e. a composition of relations,, introducing intermediate problenpb,,
between the source and the target problems. Evgmelation is linked by a reformula-
tion to an adaptation functiad,, . Thus, the sequence of adaptation functions following
the similarity path may be reified in adaptation path(see figure 16.1).

The model of reformulations is a general framework for reprging adaptation knowl-
edge. The operations corresponding to problem relatigresd adaptation functiond, ,
have to be designed for a particular application. Genelthlgse operations rely on trans-
formation operations such as specialization, gener@izand substitution, that allow
the creation of theb, problems for building the similarity path and of tiSel (pb;)
solutions for the adaptation path: relations of the fqrln r pb, and adaptation like
Sol (pb,) A; Sol (pb,) correspond to applications of such transformations.

Moreover, the reformulation framework follows the prinepf adaptation-guided re-
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ry To Ty

srce pb; pby e pb, | —— tgt
L] .
Sol(srce) Sol(pb,) Sol(pb,) . Sol(pb, ;) Sol(tgt)

Figure 16.1: A similarity path fromr ce tot gt (first line) and the corresponding adap-
tation path (second line).

trieval [Smy96]. A CBR system using adaptation-guided re#ligetrieves the source
cases whose solution is adaptable, i.e. for which adapt&thowledge is available. Ac-
cording to this principle, similarity paths provide a kintlsymbolic reification of simi-
larity between problems, allowing the case-based reasorerild understandable expla-
nation of the results.

16.2.3 CBR within OWL ontologies

In OWL, problems and solutions are represented as instafdés Pr obl emand the
Sol ut i on classes. The link between a probleim and its solutiorSol (pb) is materi-
alized by a property calledas Sol uti on. OWL axioms are used to relaR obl em
and Sol ut i on to classes of the domain knowledge. For example, in an aiic
for breast cancer treatment, tRat i ent andTr eat nent classes correspond respec-
tively to thePr obl emandSol ut i on classes, and thus, the two axioRst i ent C

Pr obl emandTr eat enent C Sol uti on are added to the ontology. Furthermore, the
hasSol ut i on property relates patients to the recommended treatmerdblem rela-
tions, adaptation functions and reformulations are alsmétized in OWL. The specific
underlying mechanisms are made by Web services implengetrainsformation opera-
tions like specialization, generalization and propertyssitution on OWL individuals.

Given two classe€ andD, thesubsumption tesh OWL is defined byCis subsumed
by D (C is more specific thal) if, for every modelZ of O, C* C D’. Based on the
subsumption testlassificationconsists in finding for a clags, the most specific classes
in the ontology subsumin@, and the most general classes subsumea@. lfjlassification
organizes the classes of the ontology in a hierarchy. RaggafdBR, the class hierarchy
is used as a structure for the case base, where a class réprasaendex for a source
problem. Every index is considered as an abstraction of eceqaroblem, containing the
relevant part of the information leading to a particulausioin.

Instance checkintests whether an individual is an instance of a cla3 i.e. if for
every modell of O, a € C. It supports thénstantiationreasoning service that consists
in finding the most specific classes of an individual. It iscudaring the retrieval step of
CBR for finding index classes of source problems. A source probk ce is an instance
of its index class dx( srce) , and its solutiorBol (sr ce) is considered to be reusable
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for any problenpb that is an instance afdx( srce) , i.e. Sol (sr ce) can be reused to
solvet gt whenevet gt is recognized as an instanceiafx( sr ce) .

Instantiation is used to infer new pieces of information wthan individual on the
basis of its class membership, and of constraints contamelhss definitions. For ex-
ample, if an individual nameHdob is an instance of the clagdan, if Man is declared to
be more specific tharuman (Man C Human), and if the capability of intelligence is
associated with humansifnman C dcapabi lity. I ntel | i gence), then,bob has
to be capable of intelligence. The information known adwab is automatically com-
pleted, thanks to constraints inherited fréfman. This reasoning service has proved to
be useful for CBR in [GAGCDAFC99], where it is call@stance completianParticu-
larly, it is used in theproblem elaboratioroperation, to extend the available information
on the target problem with respect to the domain knowledgerelgver, since a partic-
ular indexi dx(srce) may lead to a particular solutiddol (sr ce), this solution can
be directly attached to the index class througprablem-solution axionof the form:
| C JhasSol uti on.S. This means that, based on instance completion, any irestanc
of the index class$ is related to an object of the solution cl&gby thehasSol uti on

property.

16.3 Decentralized Case-Based Reasoning with C-OWL

Decentralized artificial intelligence, as defined by [DM88]concerned with the activity
of autonomous intelligent agents that coexist and may lootkte with other agents, each
of them having its own goals and its own knowledge. In the samag the DzCBR
mechanism is:

1. local to a context in the sense that it is carried out in eactiext, not in a central-
ized manner,

2. collaborative in the sense that it relies on knowledgeisgdetween contexts.

16.3.1 CBR with Contextualized Knowledge

Contextualized ontologies in C-OWL are local representatadresdomain, named con-
texts, that are semantically related with other contexsltl to mappings [BGvHDA4]. In
C-OWL, the knowledge about a domain is contained in a set okestsitcalled aontext
space Each contex©; of a context space is an OWL ontology, with its own language and
its own interpretation. Mappings are expressed by brid¢gsrthat are used to declare
correspondences between the interpretation domains ofliffeent contexts. Arinto

rule is a bridge rule of the form: C =, j : D, wherei : Candj : Dare classes respec-
tively from O, andO,. This type of rule means that the classC of O; is considered,
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from the viewpoint ofO;, to be more specific than the clgssD [ST05]. Theonto rule

i C = J : Dmeans thaO); considers the clags: Cto be more general thgn D. In
addition to the basic into and onto rules between classeslseeuse another form of
bridge rules for specifying correspondences betweeniohaals. i : a — j : b means
that, according t@);, the individuali : a in O; corresponds to the individuat b.

Using C-OWL for DzCBR, a context is used to represent a particu@wpoint on
the domain. A global target problem is represented by &{iset gt }; of local tar-
get problems, with a problem: t gt in each contexO;. In addition, a bridge rule
i:tgt — j:tgt is declared for eacly; and O, of the context space, i.e.: t gt
in O; is viewed ag : t gt in O;.

A context O; includes knowledge and cases which allows to find a localtieolu
i : Sol (tgt) for the local problem : t gt . Thus, a local problem: pb is solved by a
solutioni : Sol (pb) inside the contex®;. The adaptation knowledge used for solving
a local problem : t gt is also represented within the contéxt Local reformulations
i :(r,A ) are the basic adaptation knowledge units for solving gt in theO, context.

In a contextO;, there is a class hierarchy where a class represents the afde
source problem to be reused. An indexi dx(sr ce) is an abstraction of the problem
I : Srce, retaining the relevant information according to the viewp of theO; context,
i.e. i:Sol (srce) can be reused to solve t gt whenever : t gt is an instance of
i :idx(srce) (inaccordance with the solving schema described in théoset6.2.3).

Then, inO;, the instantiation reasoning service is used localized retrievalprocess
for finding the index : i dx( sr ce) of the source problem: sr ce to be reused. More
precisely, the retrieval process consists in finding a sintyl path between the target
problemi : t gt and the index : i dx(srce) that is composed of relations defined in
O;.

isa

i:srce =5 iidx(srce) & iipbyiiry ..

where the “isa” arrows mean “is an instance of”. In additiarlpcalized adaptation
process has to build an associated adaptation path usioigéations and adaptation
functions defined irO; for buildingi : Sol (t gt ). Using contextualized knowledge and
cases, the CBR process is then “contained” in a context. A lddtaxample of this
localized CBR process is given at the end of the next section.

16.3.2 Combining Viewpoints Thanks to Bridge Rules

[STO5] presents an extension of the standard tableau #igofor the computation of the
global subsumption tesGlobal subsumptionses the principle of subsumption propaga-
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tion which, in its simplest form, can be expressed as:

if the mappingM,; contains : A= j : Candi : B =+ : D
thenJ satisfied : A C B implies thatJ satisfieg : CC D.

whereJ is a distributed interpretation containing a local intetption for each context
of the context space and semantic relations for interpngtdiridge rules. Intuitively,
this means that subsumption in a particular context can teered from subsumption
in another context thanks to bridge rules. Similarly, wesider here ajlobal instance
checkingbased on an instantiation propagation rule:

if M,; contains : C—-j:Dandi:a—j:b
then3J satisfies : C( a) implies thatJ satisfieg : D( b) .

Instantiation is extended in order to use global instaneeking. Based on bridge rules,
information known about an individual in a particular cotitean be completed using
inferences made in another context.

In the following, we present an example of a DzCBR process $tidistributed among
contexts and that takes advantage of this distribution fiddimg a global solution for a
target problem.

Let us introduce three contexts named O, andOs, where a source problem is rep-
resented by its index class, and each association betweeblam and its solution is rep-
resented by a problem-solution axiom. For example, thessgoonl: | 1 = Pr obl enm
Jp1.C1 defines a source problem in the contékt andl: | 1 C JhasSol uti on.S1
associates an instance of the solution cltasS§1 to an instance of the problem class
1:11. In the same way, the source problethd 2 and3: | 3 are respectively defined
in the contexts), andOs, together with their problem-solution axioms'(and2™ lines
of the figure 16.2). Bridge rules have been declared betweethtbe local target prob-
lemsl:tgt,2:tgt and3: t gt, making precise the fact that these local problems are
three views about a single problesi‘(line of the figure 16.2). Moreover, bridge rules
between classes indicate the subsumption constraintebatiie contextst{' line of the
figure 16.2). Finally, a set of assertions is given for the¢hiocal target problems',

6" and7™ lines of figure 16.2).

When the DzCBR process is run in each context, the three loggtt@roblems
1:tgt,2:tgt,and3: t gt are instantiated in their respective contexts.

Dz1. IntheO, context2: t gt is recognized as an instance of the classp21.C21.

Dz2. The bridge rule®: 3p21.C21 —=- 1: 3p1.C1 and2: tgt — 1: t gt allow the
completion of the instanck: t gt . 1: t gt is recognized as an instance of the class
1: 9p1.C1, and thus of the clask: | 1.
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0O, 0o O3
I1 =Problem[1Jpl.C1 I2 = Problem[13p21.C21 M 3p22.C22 | I3 = Problem(13p3.C3
I1 C JhasSolution.S1 I2 C JhasSolution.S21 I3 C JhasSolution.S31
2:tgti>1:tgt 1:tgti>2:tgt 2:tgti>3:tgt

2:3p21.€21 —=» 1:3p1.c1 | 1:3hasSolution.S1 —= 2:3p23.C23 | 2:FhasSolution.522 —=
3:JhasSolution.S32
Problem(tgt) Problem(tgt) Problem(tgt)

c21(a)

p21(tgt,a)

Dz1. Jp21.C21(tgt)

Dz2. Jp1.Ci(tgt)
Dz3. JhasSolution.S1(tgt) | Dz4. 3p23.C23(tgt)
Dz5. JhasSolution.522(tgt) Dz6. JhasSolution.532(tgt)

Figure 16.2: A DzCBR exampld*t and2™ lines define some sources probler§.and
4™ lines describe mappings associated with the cont&Xtso 71" lines describe the target
problem.8" to 11" lines show6 DzCBR inference steps.

Dz3. Through the problem-solution axiom, a solutibnS1 is associated with: t gt ,
that in turn becomes an instance of the cthsshas Sol ut i on.S1.

Dz4. The instance completion process is run through the bridge ru

1: JhasSol uti on.S1 = 2: Jp23.C23, and the local target problegt t gt
is recognized as an instance of the classp23.C23.

Dz5. Asitis explained below, let us assume that the CBR procesgiodhtext), builds
a solution that is an instance f S22 and that is associated with t gt . 2: t gt
becomes an instance ®f JhasSol uti on.S22 in Os.

Dz6. Finally, based on the bridge rule

2: 3hasSol uti on.S22 = 3: 3hasSol ut i on.S32, it can be inferred ir0O;
that3: t gt is an instance d8: JhasSol uti on.S32.

The solution of the target problem, represented by the bz target problems: t gt ,
2:tgt,and3: t gt,is asetoflocal solutions, represented as instanceés$t, 2: S22,
and3: S32, that have been built in a decentralized way.

Relying on this example, two main operations may be diststged in the DzCBR
process:

() localized CBRhat applies local knowledge for building a solution to thedl prob-
lemi:tgt. The stepDz3. andDz5. are examples of such a local operation in
DzCBR, respectively carried out i, andO.

(i) case completiomepresents theollaborativepart of DzCBR. It is based on bridge
rules and completes the local target case —either the pnobtehe solution part—
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thanks to knowledge sharing with the other contexts. Thesie?2. , Dz4. and
Dz6. are examples of this collaboration, using bridge rules tonlkining view-
points.

These two operations are run in each context, until no mdeegnces can be drawn. The
solution set{i : Sol (t gt )}, is then delivered.

16.3.2.1 Details of the localized CBR Proce$¥ 5.

The O, context contains a reformulation of the fon (r , A, ) that is used in the local-
ized CBR operation in this context (see figure 16.3). Duringrétgeval step, th: r
relation creates an intermediary probl@mpb, from 2: t gt such that the difference be-
tween these two individuals lies in the fact tizatpb, is an instance o2: 9p22.C22,
whereas2: t gt is an instance of: dp23.C23. Thus,2: pb, is recognized as an in-
stance of2: | 2, and is associated with a soluti@ Sol (pb,) from 2: S21, as stated
by the problem-solution axiom if);. The2: A, adaptation function is used in the adap-
tation step for creating the solutié Sol (t gt ) from 2: Sol (pb,). 2: A, is such that
the difference betweed: Sol (pb,) and2: Sol (t gt ) lies in the fact thaR: Sol (pb,)

is an instance oR: S21, wherea2: Sol (t gt ) is an instance oR: S22. Therefore,
2: Sol (t gt ), instance oR: S22, becomes a solution &f: t gt .

2:12<L2:pb1 2;Q:tgt

| V.

2:521 <% 2:501(pb;) ———— 2:Sol(tgt)

Figure 16.3: The similarity path and the adaptation patihefibcalized CBR process in
0.

16.4 Application to Breast Cancer Treatment

The task of finding the right treatment for a patient ill wittebst cancer is supported by
a protocol. This protocol can be seen as a set of iilesd = T'tt whereCond is a set

of conditions on patients aritit¢ is a description of the type of treatments recommended
for the patients satisfying'ond. Several specialties are involved in this decision, and the
protocol is structured according to these specialties. pgrbeocol rules may be directly
applied in60 to 70 % of the situations (with respect to the characteristics efghtients).

In situations not considered by the protocol, the decissaiaken by a multi-disciplinary
expert committee. This committee adapts the protocol toléisd a solution, taking into
account the characteristics of the considered patient.
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In our research work, decision support for breast cancatrrent relies on DzCBR,
where a problem is a description of the characteristics cditeept, and a solution is a
treatment proposition. The case base and the domain mdgearea formalized repre-
sentation of the protocol in C-OWL. In the following exampleree different contexts,
namelyO,., O,, andO., standing for the radiotherapy, surgery and chemotheragy-v
points, are considered. These contexts correspond respedb the O;, O, and O3
contexts of the example of section 16.3.2. A protocol Witewd = T'tt is represented
and implemented as a problem-solution axiom of the f®@C JhasSol uti on.T,
where PC and T are classes respectively representing ¢hexd and T'tt parts of the
protocol rule. For exampl&), contains a problem class corresponding to the patients
having a tumor that is smaller than 4cm. For the members sfdliss, a radiotherapy
of the internal mammary chain is recommended. Therefoeeptbblem solution axiom
1: 11 C JhasSol ut i on.S1 of the preceding example is restated as :

r:Patient Mm3tunorSi ze.l essThan4dcmC JhasSol uti on.l nt MantChai nRadi o
In the same way), contains the problem-solution axiom :

s: Pati ent M 3hasTunor .(3si ze.nmor eThan4cm) M 3r adi ot her apy.l nt ManChai n
C JhasSol uti on.Tot al Abl ati on

meaning that, for patients having a tumor greater than 4af@whom a radiotherapy
of the internal mammary chain may be applied, a total ablatibthe breast is recom-
mended. In0D,, the axiom:

c: Pati ent mdl ynphNode.i nf ect ed C JhasSol uti on.PreSur gi cal Cheno

means that for patients having infected lymph nodes, somes @i chemotherapy should
be applied before the surgical treatment in order to pretre@atient for a partial abla-
tion.

The bridge rules of the example of the section 16.3.2 are voefed on the classes
of O,, O, andO., :

s: JhasTunor .(3si ze.l essThandcm) =5 r: 3tunor Si ze.l essThan4cm
r: 3hasSol ut i on.l nt ManChai nRadi 0 —= s: 3r adi ot her apy.l nt ManChai n

s: JhasSol uti on.Tot al Abl ati on = c: —3hasSol ut i on.PreSur gi cal Cheno

The first one allows the surgery context to share the infaomabout the size of the
tumor with the radiotherapy context. Problem-solving ingeuy can reuse the solution
found in radiotherapy thanks to the second bridge rule. Tird bridge rule expresses
that, when a total ablation is recommended, a chemotherasy not be applied before
surgery.

Moreover, the), context contains some adaptation knowledge in the form efa+
mulations: (r, A, ). Thes: r relation holds between an instanceRait i ent having a
little-sized tumor (less than 4 cm) that covers a large plith@® breast (more than 60%)
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and an instance d?at i ent having a larger tumor (more than 4cm). In other terms, a
patient with a small tumor in a small breast is considdogdsurgeryto be similar to a
patient having a large tumor. Tise 4, adaptation function simply consists in a copy of
the solution.

The target problem is represented by three local targetgmbdenoted by : t gt ,
s:tgt andc:tgt, that are linked by bridge rules. Each of these individualan
instance of the patient class, i.e. the assertianBat i ent (t gt ), s: Pati ent (t gt )
andc: Pat i ent (t gt ) are stated in th®,, O, andO,. contexts respectively. Moreover,
s: t gt is described as a patient having a small tumor in a small hreasthe assertion
s: JhasTunor .(3si ze.l essThandcnri3cover .Mor eThan60%(t gt ) is stated in
Os.

The DzCBR process for solving this problem corresponds toithstesps of the sec-
tion 16.3.2 example. The information about the tumor siZessshared between surgery
and radiotherapy, and so, a radiotherapy of the internal mmamy chain is recommended
in O,. In O, the reformulatiors: (r , .A;) is applied, considering: t gt as similar to a
patient having a large tumor. According to the problem-gofuaxiom contained it®,,
the solution for a patient with a large tumor is a total ablati This solution is copied
through.A; for s: t gt . Finally the solution found in surgery, the total ablationplies
that no chemotherapy has to be applied before surgery. Itlmeugmarked that the target
problem is treated differently i, andO,. Indeed, it has been considered as a patient
with a small tumor for radiotherapy, whereas it has beenidensd as a patient with a
large tumor in surgery.

16.5 Discussion and Related Work

A CBR system based on the reformulation model has been implechémthe form of

a generic Web service manipulating OWL ontologies. This iggcture based on Web
services is very helpful in the implementation of localiZéBR. For global reasoning
in C-OWL, we are using the system described in [STO5] that isecuily under devel-

opment. A complete protocol for breast cancer treatmentales been formalized in
C-OWL. The lesson learned from this experiment is that bugdind managing multiple
contexts that reflect existing viewpoints in the domain appe be simpler than finding
and maintaining a consensual representation for theseuiews all together.

Considering related work, description logics have been fizeHI-CBR in several
systems (see e.g. [GAGCDAFC99, KLG98]). These systems cenaisingle knowledge
model, and take into account a single way of interpretingusidg cases. DzCBR com-
bines several viewpoints on the problems and solutionsikéh&éo multiple inter-related
contexts. Some systems use several views on cases to eetgegral local best cases.
Generally, a single global case is build from these subscaBer example, in [AL97] a
choice is made between cases that are retrieved usingathffesise representations, called
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perspectives. In [NLL96], several agents retrieve localkloases that are assembled in a
global best case thanks to negotiation between agentse Siae is no centralized mech-
anism in DzCBR, a CBR process is carried out in each context anaboolites with the
other contexts through bridge rules. In this way, amongexist several local source
cases are retrieved and used independently for adaptation.

Our interest for a DzCBR process exploiting semantic Web telcignes and prin-
ciples has started with the design of a semantic portal feolgy [dBB"05]. The
goal of this portal is to give an intelligent access to staddaowledge for a geograph-
ically distributed community of oncologists. There are mather situations, like adap-
tive query answering, case-based ontology alignment obfieX\Veb service invocation,
where CBR would be useful for the semantic Web. Some studies Ibesn interested
in defining markup languages for case representation, ohabis of XML [CDCO04] or
RDF [CWO03]. But, to our knowledge, there are no works concerned thie design of
CBR systems in the semantic Web framework.
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Chapter 17

Conclusion

This deliverable reported on the continued effort by WP 2 dlaofy the issues related to
ontology modularization and explore the research dirastibat aim at making the mod-
ularization idea operational. Clarification was felt neeegss ontology modularization
is a new problem, only recently tackled, and many differeathp are being explored,
with no single dominant approach emerging. This deliverdials explored many of the
potential avenues, and should be seen as explorative cbsear

The first part of the deliverable aims at making clear thatelage alternative percep-
tions of what ontology modularization means. In particwee identified a composition
versus a decomposition approach to modularization. Indivadr, a set of existing source
ontologies are apprehended as modules of a larger ontolagyis built from the pre-
existing sources using some integration technique. Indtter| it is the global ontology
that pre-exists, and modularization is seen as the pro¢gssaucing a consistent set of
sub-ontologies, the modules, using some decompositidmigae.

Beyond this major split within the set of approaches that de#l modularization,
we identified a number of issues, from the precise definitibthe module concept to
how different modules can be interconnected to show comgreanities of their semantic
content.

The second part of the deliverable is devoted to variouseptations of different
techniques that in one way or another contribute to modtdéian. These techniques
range from those addressing design of modular ontologi#soe supporting reasoning
over a set of distributed ontologies.

The major result of the reported work, beyond the delivexatself, is the increased
awareness from the participants about the multiplicity iefwpoints on modularization,
resulting in an effort by each partner to identify the exastuamptions that underlie each
technique so that misunderstanding is avoided. Moreogeeral partners have been able
to point at connections between different works, eitheemmis of similarities or in terms
of complementarities. This paves the way to fruitful cogpien in the future.
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As future work is concerned, each partner has precise ptarthé continuation of
the work in the direction they have undertaken. An additioraearch direction will
complement the ongoing researches described in previ@apgens. Its focus is on using
fuzzy techniques to support the possibility to attach déifie confidence degrees to the
mappings between ontological modules, thus leading to Someof fuzzy ontology. In
summary, we believe the NoE is fully playing its role. Moregwalthough it is premature
to talk about future joint work, we are confident that commlibies of interest will arise
and lead indeed to some joint work.
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Related deliverables

A number of Knowledge web deliverable are clearly relatethi® one:

Project| Number| Title and relationship

KW | D2.1.1 | D2.1.1 Survey of Scalability Techniques for Reasoning with
Ontologiesgives an overview of methods for modularsiation and
distributed reasoning.
KW | D2.2.1 | D2.2.1 Specification of a common framework for characteriz-
ing alignment discusses also modularisation of large ontologies.
WonderWeb| D2.1.1 | D21 Modularization of Ontologies discusses the infrastructure
and some aspects of modularsiation.
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