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Executive Summary

Scalability is a very important requirement for Semantid\Miechniques to be usable in
real world applications. This report gives an overview ahte@iques which may help to
achieve scalability.

Current proposals for Semantic Web languages such as the Welo@y Language
OWL are based on formal logic. Consequently they share thentatyes and disadvan-
tages of formal logic: a well-founded semantic can be uselétive implicit information,
however, at the price of a high computational complexity.

Techniques of approximate logical reasoning techniquesoae option for dealing
with the complexity of reasoning. We look at general appr@tion techniques for log-
ical theories. This includes anytime algorithms, appraterentailment and abstraction
techniques. In order to be useful on the Semantic Web thebaitpies need to be exam-
ined and adapted to the particular needs of ontological kedye encoded in semantic
web languages.

Distribution and parallelization of inference is anothption for achieving scalability.
Partitioning and modularisation of ontologies is a firspstethis direction. With modu-
larisation the amount of information that must be taken adoount at the same time can
be reduced. Techniques from a wide range of different fiekésdatabase integration and
modularisation, partition-based reasoning, or ontolagyrdination are investigated. De-
centralised representations, however, raise the probié&eterogeneity which establishes
a thematic relation to working package 2.2 Heterogeneity.

Benchmarking is needed to evaluate the effectiveness ofrtpmoped approaches to
increase scalability by measuring system performance etexhinistic and reproducible
manner. We give an overview of benchmarking and measurefmentrelevant research
areas and survey existing work on the evaluation of ontcluaged tools.
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Chapter 1

Introduction

by PERRY GROOT & HOLGER WACHE

To increase the scalability of symbolic problem solvingtegss, one can use a number
of techniques like approximation, modularisation, orriittion. There is already a vast
amount of research done in these areas. However, there arel#enof characteristics of
symbolic problem solving methods applied to the Semantib @ should keep in mind
before employing those kind of techniques. These chatattsrare the following:

Use of logic: Many symbolic problem solving systems — especially thogetlie Se-
mantic Web — use some form of logic as representation anddbgiference to
derive a solution. Hence, we are not dealing with numerioalblems. This means
there is no obvious metric that tells us “how far we are” frdm tight answer to
an inference problem. Furthermore, a logical theory mayifelsr to modularise
and distributed.

Multiple components: Scalability in symbolic problem solving can be achieved oren

Knowledge
Base

Reasoning
Input > Method > Output

Figure 1.1: A typical architecture for solving problems ymgolic problem solving.



1. INTRODUCTION

than one way. In general a typical architecture for symbptablem solving is

shown in Figure 1.1. It consists of a reasoning method élgarithm), a knowledge
base, and an input, which together produce an output. Fongeain diagnosis the
knowledge base consists of rules and facts about the way sypsitem is expected
to behave, while the input consists of the observed behawbthe system. The
reasoning method can be some form of logical inference tivas@ diagnosis as
output, which gives an explanation whenever a discrepaméyund between the
observed behaviour and the expected behaviour.

Hence, to enhance the scalability of a system that fits th@taoture in Figure 1.1,
one can apply a technique dhree different components: the reasoning method, the
knowledge base, or the input. Either one of the componembeapproximated, mod-
ularised, and/or distributed to enhance the scalabilityhefsystem. For example, the
inferences can be approximated with the help of anytimerdhgos in order to produce
some output when needed. Also the inferences can be paeiitiand distributed over a
network of computational resources.

But only to claim the scalability of some new techniques aralstas not enough.
In order to promote the Semantic Web it is also necessaryaeepihe effectiveness in
general and in particular the scalability. Therefore bematking is a fundamental part of
this working package.

The rest of this report gives a background of concepts antiadstthat can enhance
the scalability of symbolic problem solving methods and Hmmchmarking can be es-
tablished. First several approximation techniques foeriefices and knowledge bases
are investigated. Because appropriate approximation igebs are rare more general
techniques are described. In the modularisation and loigtoin chapter a wide range
of different techniques and research areas are invedtigaig sorted into an appropriate
classification schema. Before this report conclude an oserabout the benchmarking
is given. Because only a few studies for evaluating ontologsed tools exists and as
benchmarking activities appear all over Knowledge Web, aeehchosen to present in
this deliverable a broader viewpoint of benchmarking asdatated areas trying to estab-
lish a discussion base.

2 02. August, 2004 KWEB/2004/D2.1.1/v1.2



Chapter 2

Approximation

by PERRY GROOT

There is a large amount of literature dealing in some way ajproximation. In our
analysis we dont restrict ourselves to considering appresevhich are specifically and
explicitly designed to deal with ontologies. On the contrdroth from a formal and a
practical point of view, we think its relevant to also tak&iaccount certain rather more
general approaches, and to study how they can be deployesb&wning with ontologies.

However, it falls outside the scope of this deliverable tealde this vast amount in
detail. This section is limited to those concepts that haweagor influence in the field
of symbolic problem solving which is the fundament of thes@ang techniques for the
Semantic Web. This related work section is divided accgdmFigure 1.1. Section
2.1 discusses approximations related to the reasoningooh@there section 2.2 discusses
approximations related to the knowledge base. Approxonatelated to the input is
omitted because it falls not directly in the scope of thisweéeable.

2.1 Approximations related to the reasoning method

Approximating the reasoning method to solve a problem apprately is probably the
most well known form of approximation among the forms of apomation identified
in Figure 1.1. A simple example of an approximation algantis demonstrated in the
following two player game. Given an interval b], either continuous or discrete, and two
playersA and B, player A picks a number. from the intervalla, b] and playerB has to
guess it. PlayeB may repeatedly pick any number from the intervala, b] and player
A will tell him if n < m,n > m orn = m holds. An approximation algorithm for player
B would be to repeatedly pick a number from the remaining Vi@lethat containg..

Although simple, this algorithm belongs to an importantugr@f approximation al-
gorithms called ‘anytime algorithms’ which will be introded in the next section. A
more detailed view on anytime algorithms for approximating logical entailment op-

3



2. APPROXIMATION

erator will follow. Because the key inferences for the Semcaiveb are logic-based the
universal logical entailment operator is focused. A genavarview over another group
of approximation — abstraction — will be given in the lastts&c.

2.1.1 Anytime algorithms

Anytime algorithms are algorithms that exchange execuiioe for quality of results.
The term anytime algorithm was coined by Dean and Boddy indkte 1980s in their
work on time-dependent planning [Boddy and Dean, 1989, DedrBaddy, 1988]. A
similar idea, called flexible computation was introducedHorvitz, 1987] in 1987 in
solving time-critical decision problems.

Anytime algorithms are important for symbolic problem soty for two reasons.
First, although many problems require a lot of resourcesg,(Bme) to solve them, many
systems can already produce good partial solutions in & ahwyunt of time. A system
that can reason about how much time is needed to obtain anatgegsult may be more
adaptive in complex and changing environments. Secondhaitgue for reasoning about
allocating time need not be restricted to the internals gfstesn. Intelligent agents must
be able to reason about how fast they and other agents caputeteiand respond to their
environment.

Not every algorithm that trades execution time for qualifyresults is necessarily
an anytime algorithm. The properties desirable for any@gerithms are the following
[Zilberstein, 1996]:

Measurable quality: The quality of an approximate result can be determined peci

Recognisable quality: The quality of an approximate result can easily be deterdhate
run time.

Monotonicity: The quality of the result is a nondecreasing function of tane input
quality.

Consistency: The quality of the result is correlated with computationdimnd input
quality.

Diminishing returns: The improvement in solution quality is larger at the earbgsts
of the computation, and it diminishes over time.

Interruptibility:  The algorithm can be stopped at any time and provide someensw

Preemptability: The algorithm can be suspended and resumed with minimaheadr

The algorithm described in the beginning of this sectiorsBas these properties. The
result of the algorithm after each step is the smallest remgiinterval that contains the

4 02. August, 2004 KWEB/2004/D2.1.1/v1.2
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numbern we seek. By repeatedly choosing a number from the intervalctratainsn,

it will become smaller and therefore be a better approxiomatif n. Let us denote the
interval given as output by the algorithm byits length byi(7), and define the quality of
the algorithm by

(b—a) = I(D)

0=

Then( is a non-decreasing function which
can easily be computed. In fact, when we di- [ ~ X =
vide the interval each time in half and the num- | *
bern has not be found yet, the quality of the
algorithm can be computed exactly beforehand _ |
without running the algorithm and can graphi- ¢ _ |
cally be represented as is done in Figure 2.1.
This graph clearly demonstrates some of the
desired properties (e.g., monotonicity, dimin- S
ishing returns, etc.). A graph like Figure 2.1 T e
in which the quality of an algorithm is pIottedFigure 2.1: Quality of example algo-
against execution time is callecoarformance ithm for first seven steps.
profile.

Since the work of Dean and Boddy [Boddy and Dean, 1989, Dean addyB&988],
the context in which anytime algorithms have been applieddnaadened from planning
and decision making to include problems from sensor inggbion to database manip-
ulation, and the methods for utilising anytime techniquagehbecome more powerful.
In 1991, S.J. Russel and S. Zilberstein completed work on osing anytime algo-
rithms into more complicated systems [Russell and Zilbersi€©91, Zilberstein, 1993,
Zilberstein and Russell, 1996]. By proving composition coléoptimally performed
(i.e., using information about the algorithm’s performario determine the best way to
divide the time between the components), it became posilieild complex anytime
systems by combining simple anytime components.

Quality of algorithm
T T

2.1.1.1 An Example: Query Approximation
by HOLGER WACHE

An example for anytime algorithms in the context of ontologgsoning was proposed
by Stuckenschmidt and van Harmelen [2002]. They proposepproach for approxi-
mating the answers to terminological queries based on gaivaent transformations of
increasing exactness.

First ontology based queries as well as the notion of ansteexsd relations between
gueries must be explained. Queries are formalised as odsjof predicates that corre-
spond to classes and relations of the ontology. Furtheghlas in a query may only be
instantiated by constants that correspond to objectatiastin that ontology.

KWEB/2004/D2.1.1/v1.2 02. August, 2004 5



2. APPROXIMATION

Definition 2.1.1 (Terminological Queries)Let V' be a set of variables then a termino-
logical query(@ over a knowledge basg is an expressions of the form

Q — qi, N\ o A G,

whereg; are query terms of the form : C or (x;y) : R such thatz; y are variables
or instances(' is a concept name, and is a relation name.

The fact that all conjuncts relate to elements of the ontplaltpws us to determine
the answer to terminological queries in terms of instaiatnest of the query that are logical
consequences of the knowledge base it refers to. Therdferget of answerses((Q)) for
a query(Q) consists of tuplesiy; ...; i; ), wherei; are instances of the knowledge base.

Based on the possible answers to a query, semantic relatbwedn different queries
can be defined that will later be used to characterise appaiions.

Definition 2.1.2 (Query Containment and Equivalence)Let T' be a knowledge base
and ),; (), conjunctive queries ovéf. (), is said to be contained in another quepy
denoted by), C (), if for all possible sets of object definitions of a terminatad knowl-
edge base the answers fQ¥ is a subset of the answers fQx, : (res(Q1) C res(Q2)).
The two queries are said to be equivalent, denote@as: ) iff Q1 C @ and@Q, C @4

The underlying assumption of their approach is that lessptexmueries can be an-
swered in shorter time. Following this idea, Stuckenschamd van Harmelen propose to
compute a sequencg; ...; Q,, of queries starting with very simple ones while gradually
increasing their complexity. In order to use these simplerigs as approximations for
the original query they ensure the following propertieshaf sequence of queries:

1li<j=QiCQ

2. Qn=Q

The first property ensures that the quality of the resulthefqueries is not decreas-
ing (refer to “Monotonicity” in the previous section). Thec®nd claims that the last
guery computed returns the desired exact result. Togeliese properties ensure that the
sequence of queries approximate the exact result in amaaytehaviour.

Stuckenschmidt and van Harmelen discussed how to detequarées to be used for
the approximation. The process starts with the universahyql), that returns all objects
in the knowledge base and successively adds conjuncts fienariginal query which
leads to a sequence of subsumed query. Further, as theabggiery has a finite number
of conjuncts, adding conjuncts necessarily leads to tlggr@i query after a finite number
of steps.

6 02. August, 2004 KWEB/2004/D2.1.1/v1.2
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The critical part is the step of deciding which conjunct@)add next in order to
generate the next query in the sequence. This choice hasrg stifluence on the qual-
ity of the approximation. Stuckenschmidt and van Harmet@estigated two different
strategies for determining sequences of subsuming quiaesry to avoid the problem
mentioned. They argue, that the next conjuncts added toubeygxpression have to
directly apply to the objects in the answer set. This in tuepehds on the dependen-
cies between the variables in the query. The proposed agipgedoase on a query graph
[Horrocks and Tessaris, 2000], which they restrict to a guexe. The approaches dif-
fer in how the tree is traversed. [Stuckenschmidt and vamidben, 2002] gives more
details.

2.1.2 Approximate entailment

In the beginning of this introduction we stated that a chiaréstic of systems in symbolic
problem solving is the use of logic. This section looks at s@pproximate reasoning
methods that can be used to approximate any logical infergnablem that uses the
logical entailment operator.

2.1.2.1 Boolean Constraints Propagation

One of those methods is Boolean Constraints Propagation (BCiehwha variant of
unit resolution [McAllester, 1990]. BCP is a sound, but incostg linear-time reasoner
that can be used to approximate the logical entailmentioelaSometimes BCP is also
calledclausal BCR because BCP is usually restricted to clauses. This restriatiakes
BCP tractable. If BCP is not restricted to clauses, but generaldtae are allowed, the
reasoner is calletbrmula BCPand the method becomes intractable.

In [de Kleer, 1990] two techniques are suggested for usiagsal BCP for theories
containing arbitrary formulae. In on€NF-BCR, the formulae are first converted into
CNF, and in the otheRrime-BCR clausal BCP is applied to the prime implicants of each
formula. Since computing prime implicants is itself an aatable problem, Prime-BCP
is also inherently intractable.

For CNF-BCP there are two methods to transform the formulaeGNB. If no new
symbols are added, then the conversion to CNF may lead to amerpal increase of
the size of the given theory. The transformation of a theoi@NF can be done in linear
time and space if new symbols are allowed to be added to tloeytfi€ook, 1971]. Each
new symbol will be used to represent some sub-formula oftteery. However, with this
method, reasoning with CNF-BCP is strongly inhibited.

Another method that extends BCP to non-clausal theories isFapagation (FP)
[Dalal, 1992]. FP can be specified using a confluent rewrigtesy, for which an algo-
rithm can be written that has quadratic-time complexityemeral, but is still linear-time
for clausal theories. Another advantage of FP is that it sones performs more infer-

KWEB/2004/D2.1.1/v1.2 02. August, 2004 7



2. APPROXIMATION

ences than CNF-BCP. A restricted form of FP (RFP) also existshwihfers exactly the
same literals as CNF-BCP.

All the discussed methods (i.e., BCP, FP, and RFP) are incoenpdgisoners. In
[Dalal, 1996a, Dalal, 1996b] a general technique is presktitat can extend any in-
complete propositional reasoner satisfying certain pitggseto a family of increasingly-
complete, sound and tractable reasoners. Such a familycdasingly-complete, sound
and tractable reasoners is called an ‘anytime family’ oppsitional reasoners, which, as
the name implies, can be used as an anytime algorithm.

These BCP-methods have not yet been studied in the specifextofteasoning with
ontologies. In particular, questions must be answered arthe inherent incompleteness
of these methods affects the typical logical structuresdhafound in ontologies (such
as class hierarchies), and in general a logical fragmemtictesl to unary and binary
predicates with only limited forms of quantification and atgn.

2.1.2.2 S-1- and S-3-entailment

Another method for approximating logical inferencing wasided by Cadoli and Schaerf
and is calledS-1- and S-3-entailment [Schaerf and Cadoli, 1995]. This method uses a
semantic approach and is based on a ‘classic’ method fomplsde reasoning, which
has been introduced by Levesque [Levesque, 1984, Levetg88, Levesque, 1989] and
has since been studied by many other authors.

The method of Cadoli and Schaerf allows both sound approlematnd complete
approximations and the approximate answers can be impwlred more resources (e.g.,
computation time) are given to the reasoner. The approeigaswer will converge to the
right answer provided there is enough time and motivatiomoGand Schaerf proposed
the following guidelines which are fulfilled by-1- andS-3-entailment and may be de-
sirable for any approximation method:

Semantically well-founded: Approximate answers should give semantically clear infor-
mation about the problem at hand.

Computationally attractive: Approximate answers should be easier to compute than
answers to the original problem.

Improvable: Approximate answers can be improved, and eventually theyerge to
the right answer (provided there is enough time and motiwti

Dual: Both sound approximations and complete ones should be Hedcri

Flexible: The approximation method should be general enough to be&capf# to a wide
range of reasoning problems.

8 02. August, 2004 KWEB/2004/D2.1.1/v1.2
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For a precise definition of the approximate entailment dpesdy Cadoli and Schaerf
[1995] we assume that there is an underlying finite languageed for building all the
sentences. Symbotsand f are used for denoting special propositional letters, whieh
always mapped into 1 and O, respectively. In the followingdeaote withS a subset of
L.

Definition 2.1.3 (S-3-interpretation) An S-3-interpretation ofL is a truth assignment
which maps every lettérof S and its negation-/ into opposite values. Moreover, it does
not map both a lettet of L. \ .S and its negation-/ into 0.

Definition 2.1.4 (S-1-interpretation) An S-1-interpretation ofL is a truth assignment
which maps every lettérof S and its negation-/ into opposite values. Moreover, it maps
every letter of L \ S and its negation-/ into 0.

The names given to the interpretations defined above cangt&iesd as follows. For
an S-1-interpretation there isnepossible assignment for letters outsisienamely false
for both x and —x. For anS-3-interpretation there arénree possible assignments for
letters outsideS, namely the two classical assignments, plus true for b@hd—z. (As a
classical interpretation allowts/o possible assignments for letters, such an interpretation
is sometimes referred to as a 2-interpretation.)

Satisfaction of a formula by af-1- or S-3-interpretation is defined as follows. The
formula is satisfied by an interpretationif o evaluates the formula written in Negated
Normal Form (NNF) into true using the standard rules for thenectives.

The notions ofS-1- andS-3-entailment are now defined in the same way as classical
entailment: A theoryl’ S-1-entails a formulap, denoted by’ =7 ¢, iff every S-1-
interpretation that satisfiés also satisfie®. S-3-entailment is defined analogously and
denoted byl =5 ¢.

Let S,S" C L, T a generic propositional CNF formula, amda generic proposi-
tional clause not containing both a letteand its negation~l. We use the shorthand
=9==5" denotel’ =7 ¢ = T =" ¢. These definitions then lead to the following result
[Schaerf and Cadoli, 1995]:

Theorem 2.1.5 (Approximate Entailment) Let S, S’ C L, such thats C 5’, then
e I S TS S

This theorem tells us that? is a sound but incomplete approximation of the clas-
sical entailment=,, whereas#? is a sound but incomplete approximation}ét (i.e.,
¥ =" =~,). Furthermore, the theorem states that the accuracy ofggheogima-
tions can be improved by increasing the paramatentil the approximations coincide
with the classical entailment.
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Theorem 2.1.5 holds even’lf is a NNF formula an@ is a generic formula in CNF.
This aspect has been analysed in [Cadoli and Schaerf, 198} analyses other normal
forms for which the result holds.

We will continue with some results, which show th#&t-entailment can be reduced
to S-i-satisfiability. Before doing so we introduce the followingficition:

Definition 2.1.6 We denote witHetters(y) the set{l € L | | occurs in v} U {l €
L | =l occurs in v}.

The next two theorems show thstl- andS-3-entailment can be reduced$el- and
S-3-satisfiability, respectively.

Theorem 2.1.7 (ReducingS-1-entailment to S-1-satisfiability) Lety beysU~yg, where
both lettersfs) C S and lettersfg) NS = @ hold. T = ~ holds iff 7" U {—s} is not
S-1-satisfiable.

Theorem 2.1.8 (ReducingS-3-entailment to S-3-satisfiability) Letlettersf) C S hold.
T 5 « holds iff ' U {—v} is not S-3-satisfiable.

Note that the conditiorietters(y) € S in Theorem 2.1.8 is not a restriction since
[Schaerf and Cadoli, 1995] also prove that=5 ~ iff T ):§Ulettev's<v) ~

These results extend the well-known relation existing leetwclassical entailment
and satisfiability, namel{” |= ~ iff 7" A — is unsatisfiable. The importance of such a
result is thatS-3-satisfiability can be tested in the following way:

1. replace by all occurrences (both positive and negativey'iof letters which belong
to L \ S, thus obtaining the formul@’]5.
2. test standard (2-valued) satisfiability[15 .

In a similar wayS-1-satisfiability can be tested in the following way:

1. replace byf all occurrences (both positive and negativeYimf letters which be-
long to L \ S, thus obtaining the formuld’];.
2. test standard (2-valued) satisfiability[®1?.

Hence, considering the above tests we can cl&iy- and S-3-satisfiability by the
following syntactic operations. For a thedfyin clausal form,I" is S-1-satisfiable iffT’
is classically satisfiable after removing from every claaisg literals with a letter outside
S. When this results in an empty clause, the theory becomesitioasistent theory. .
Similarly, T" is S-3-satisfiable iffT" is classically satisfiable after removing every clause
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from the theory that contains a literal with a letter outsitd& his may result in the empty
theoryT. Because of the close correspondence betwsegn S-3-satisfiability and these
syntactic operations, we prefer to writ¢ instead of=>"

Cadoli and Schaerf present an algorithm that can be used tputertheS-1-satisfi-
ability andS-3-unsatisfiability of a generic formula. This algorithnmeun time exponen-
tial in |.S| and uses polynomial space. Furthermore, the algorithm eaafth from previ-
ous computations. More precisely, whg&h> S, computing satisfiability with respect to
S’ can be done by using information gained in a previous stemilie satisfiability was
computed with respect t6. Hence, the method can be used to approximate the classical
entailment operator from two directions (by usify) and-3 instead of the- operator)
in a stepwise fashion and is not harder (and usually easie@mpute than the original
problem. Furthermore some applications of this method fw@pmate diagnosis are
reported in [ten Teije and van Harmelen, 1997, ten Teije amdHarmelen, 1996].

In their original 1995 paper, Cadoli and Schaerf themsellresdy studied the use
of S1,3-entailment for Description Logics, and the prowiade straightforward extension
of their method to first-order theories that is required fust They are able to give a
precise approximate semantics for approximating a corimeatsequence of ever weaker
and stronger sub- or super-concepts. They apply their rdetihnéanguages like ALC,
which are much weaker in expressivity then the languaga®itly being proposed for
ontology modelling on the Semantic Web such as OWL. Questarike applicability of
their method to OWL are still open.

2.1.3 Abstraction
by HOLGER WACHE

Another possible way to approximate a reasoning method sgadiion. The ear-
liest and “undoubtedly one of the most influential work”[@ahigliaet al., 1997] was
proposed by Sacerdoti [1973] with his ABSTRIPS. The compyasireduced while ab-
stracting the operator descriptions in order to simplify pfanning process finding a valid
sequence of operators which achieves some goals. Thenribeagged abstract plan can be
refined to a concrete plan solving the concrete problem. liostraction techniques fol-
low this principle: solving a problem on an abstract, simplel and refining the abstract
solution to the concrete problem to receive a concreteisolut

Abstraction is a very general techniques applied in a widgeaof application do-
mains. Therefore the meanings and the intuitive undersigraf the term “abstractions”
differ from application to application and from domain tond@in. In this deliverable we
shall concentrate on abstraction for logical reasoningesys [Giunchiglieet al., 1997,
Nayak and Levy, 1995, Giunchiglia and Walsh, 1992] becaasdraady mentioned they
are the key inferences in the Semantic Web.

Giunchiglia and Walsh [1992] were the first who developed aegal framework
which unifies past work and provides a vocabulary to discifésrent types of abstrac-
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tion [Nayak and Levy, 1995]. They define abstraction as aasittmapping of a problem
representation (the “base” representafityy) into a simpler one (the “abstract” represen-
tation X 4) that satisfies some desirable properties and simplifiesdhgplexity of the
inference task [Frei and Faltings, 2000]. Formally they tiigenotion of a formal system
Y. = (A, ©) for representing problems, which consists of a set of foamél written in
the languagé\.

Definition 2.1.9 (Syntactic Abstraction [Giunchiglia and Walsh, 1992]) An abstraction
f:Xp = X4 is a pair of formal system&. s, ¥ 4) with the languagesd 5 and A 4 resp.
and a total functionf, : Ap — Aa.

This definition allows to classify abstractions accordioghe relationship between
the set of theorems of the abstract the®dy (>X4) = {«a| =, o} and the set of theorems
of the base theor{"H (Xp). If TH(X,) is a subset of (resp. superset of or equal to)
TH(Xp), then the abstraction is called a TD (resp. Tl or TC absias)i. Consequently
the set of theorems which would make a theBrinconsistent (i.,e NTH(X) = {a|X U
{a}inconsistent} can be used to define NTD, NTI, and NTC abstractions respgtiv

The theory of Giunchiglia and Walsh [1992] captures somepirtgmt aspects of many
abstractions. For example any T* abstraction with add#iqmoperty f(a« — ) =
f(a) — f(B) preserves the deducibility. Also for refutation systentait be shown that
NT* abstractions which preserve negation (iffé-a) = —f(«)) also preserve inconsis-
tency.

[Giunchiglia and Walsh, 1992] pointed out that in liter&unost practical abstrac-
tions are related to the (N)TI abstraction. For example tmoasiplete and well developed
abstractions for resolution systems developed by Plajftatsted, 1981, Plaisted, 1980]
are excellent examples for NTl-abstraction. The compléeussion of the theory of
abstraction and more examples can be found in [GiunchigligVsalsh, 1992].

However, Nayak and Levy argue in [Nayak and Levy, 1995] thatsing abstractions
as syntactic mappings as introduced by Giunchiglia and Wai892] captures only one
aspect of abstractions — it omits to “capture the underlyirsgification that leads to that
abstraction”. As consequence the syntactic theory doeallwst to compare or to rank
different (TD) abstractions e.g. in order to determine Wwh& more natural. Therefore
Nayak and Levy introduce Ml-abstractions, a strict subf#t@TD abstractions. The M
abstraction is performed in two steps: first, the domain rhisdabstracted and then the
intension of the abstraction is captured with some addaliGormulae which justify the
domain model abstraction. These additional formulae caselea as a formalisation of
the semantic which bias the interpretations of the grourtadostract languagés and
Ay

Definition 2.1.10 (Semantic Abstraction [Nayak and Levy, 199]) A semantic abstrac-
tion is defined ay : I(Ag) — I(A4), wherel(A) is the set of interpretations of the
languageA.
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The MI abstraction provides some nice features. The resulibstraction can be
proven to be the strongest one. Furthermore the MI abstracan be determined auto-
matically [Nayak and Levy, 1995]. However, Giunchigliaa¢t[1997] like to see this as
a drawback because it complicates the process of definingstraation and generating
the abstract theory.

One of the motivation for using abstraction for approximgtiogical inferences is the
reduction of complexity. Korf [1990] was the first who showst a search could be re-
duced from polynomial to linear in a planning domain. Knai$1989] and Giunchiglia
and Walsh [1990] discovered similar results. Howeverckstdm and Jonsson [1995]
argue that some abstractions can also slow down the plapnotgss exponentially. In
practice this result is only of a technical matter which siaythe set of all possible ab-
stractions there are some (naméfy and H, cf. [Backstdm and Jonsson, 1995]) with
exponential growth of search spadé,(w.r.t. H;). But there will also be some abstrac-
tions with better complexity reduction [Giunchigk al., 1997].

2.2 Approximations related to the knowledge base

One can enhance the scalability of a system by reducing thmplexity of inferencing
from a knowledge base, as the computational complexity aoring is a well known
problem in symbolic problem solving. An area that deals whik problem for knowledge
bases written in some logical languag&mwledge compilatiariThe underlying idea of
knowledge compilation is that a knowledge base does notgeharuch over time. The
goal of knowledge compilation is to translate the knowledge (or approximate by)
another knowledge base with better computational praggeriihis ‘compiled’ knowledge
base can be re-used to solve many problem instances (gatt@iHline’), thereby saving
time and computational resources when compared to solam@roblem instances with
the original knowledge base.

However, it is not always possible to make on-line reasomirage efficient in all
cases. For some important problems the requirements akelyrio be achieved. Two
classical approaches have been developed for addressimgimputational hardness of
reasoning problems, which denguage restrictiorandtheory approximationTradition-
ally these methods have been used for achieving tractainlieasoning problems. They
can be described as follows:

Language restriction. The language used to represent knowledge may be restricted.
Then knowledge is compiled into the restricted languagee Can still represent
interesting cases and one can compile the resulting prablem

Theory approximation. One can compile the theory into another “easier” theory.-Dur
ing the compilation one give up the soundness or complesandbe answer to the
original reasoning problem. This means that either centdiormation is lost in the
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compilation phase, or that the theory is compiled into arnvedent theory and the
soundness or completeness in the answer is lost in the emdasoning phase.

The language restriction has not been considered oftereikrtbwledge compilation
setting. On the other hand, the theory approximation amprbas had some success.

In section 2.2.1 we look at knowledge compilation techngyjiregeneral; the next
sections gives an example how to achieve knowledge conguilafpproaches for exact
knowledge compilation are presented in the section 2.2.ppréximation techniques
come in the following section 2.2.3. In section 2.2.4 we réfethe most promising
approach restricting the representation language.

Please note that the techniques presented here are mostofteerned with proposi-
tional languages.

2.2.1 Knowledge compilation

Many systems in symbolic problem solving for the Semanti®\Wee logic as representa-
tion language. However, the logical approach also has seavebdcks. The complexity
of logical entailment is such a drawback. It is well knownttbdaduction in a logical
formalism is very much demanding from a computational pofntiew. Many problems
and tasks (e.g., planning, diagnosis, and configuratiai)\e are typically dealing with
in symbolic problem solving are already intractable for siraple varieties. Since such
tasks still have to be performed, several methods were aleedlto deal with this kind of
problem.

A technique calledknowledge compilatiors such a method that can be used to deal
with computational difficulties. The underlying idea of kvledge compilation is that
many reasoning problems can be split into two parts: a kraydebase and a query.
For example, in diagnosis the knowledge base consists @ arnd facts about the way
some system is expected to behave. When there exists a discyepetween the ob-
served behaviour and the way the system is expected to hetha/knowledge base is
queried to give a cause for this discrepancy. In this casqubey can be a conjunction of
specific facts reflecting the current state (i.e., obseyaa), which implies the cause for
discrepancy (in the context of the knowledge base). MoreiBpally, in diagnosis the
knowledge of the expected behaviour of a system is repregédiyta theory’’, the current
state is represented by some formélde.g., a conjunction of facts), and some cause is
represented by a literal The problem of determinin@ U F' + [ is logically equivalent
toT + F = [. This problem can be considered to have two parts: the tHEasythe
‘knowledge base’, and’ = [ is the ‘query’ of the problem.

In a typical scenario, the knowledge base remains unchaogeda long period of
time and is used to answer many queries. In knowledge cotigpil¢he idea is to split
this kind of reasoning into two phases:
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1. In the first phase the knowledge base is pre-processedisidting it into an ap-
propriate data structure, which allows for more efficienérguanswering. (This
phase is also calledff-line reasoning

2. In the second phase, the data structure, which resubbetdtfie previous phase, is
now used to answer the query. (This phase is also cahelthe reasoning

The goal of the pre-processing is to make on-line reasorongpatationally easier with
respect to reasoning in the case when no pre-processingésadall.

Pre-processing is quite common in Computer Science. Forgheasompilers usually
optimise object code or a graph can be pre-processed toa@btkta structure that allows
for a fast node reachability test. However, in Computer S@eare-processing is usually
done for problems, which are already solvable in polynortimmé. What characterises
the same study of such techniques in the context of symbaotibl@m solving is that
reasoning problems are often NP-hard.

The rest of this section is divided as follows. Next we give terminology we will
use as well as some formal definitions. Thereafter, we déssageral methods used in
knowledge compilation. These methods are divided intotax&thods and approximate
methods.

2.2.1.1 Knowledge compilation: terminology

First we introduce a simple reasoning problem which will bedias running example. A
reasoning problem is always specified by means of (1) iteuntsts, and (2) the question
we are expected to solve. Thaeral Entailment problemwhich is our running example,

is specified as follows:

Instance: Finite setl of Boolean variables, a propositional formula in Conjunchia-
mal FormT', and a literal (both’T" and! are built using variables if).

Question: Is it true that all models of" are models of (i.e., thatT" |~ [)?

Usually a problem is represented as a paist ance/ Quest i on. However, this
representation does not tell us which part ot ance is fixed. Another representation
is therefore needed that clearly splits an instance intoexddfend a variable part. For
example, we stated before that many reasoning problemsecaorsidered to consist of
two parts: a knowledge base and a query. The knowledge bas¢ ¢hanged often and
can therefore be pre-processed and used to answer mangmroidtances. The query
on the other hand is posed to the knowledge base and will tereit for each instance.
To address the pre-processing aspects in knowledge cdiopjlave will therefore use
the following terminology [Cadoli, 1993, Cadoli, 1996]:

KWEB/2004/D2.1.1/v1.2 02. August, 2004 15



2. APPROXIMATION

Fixed part of a problem: The part of a problem that goes to pre-processing when a prob-
lem is compiled (e.g., a propositional formiain CNF). !

Variable part of a problem: The part that does not go through pre-processing (e.g., a
literal ).

(Structured) problem: A triple consisting of the type of question that we ultimgtel
want to solve, its fixed part, and its variable part (e §.H (, T, 1]).

Which part of the problem is considered fixed or variable mgyedé on the knowl-
edge about the domain.

We stated before that the goal of knowledge compilation rease on-line reasoning
easier with respect to reasoning in the case when no pregsmg is done at all. An
example problem for which this goal can be attained is ouningexample the Literal
Entailment problem. Without pre-processing, the Literatddment problem is coNP-
complete, but after compiling it, the problef [= [, T',[] can be solved on-line in time
polynomial in|T"| + |I|. This can be done as we can record on a table, for each literal
[ occurring inT', whetherT |= [ or not. The size of the table is i@(n), wheren is
the cardinality of the alphabét of 7. The table can be consulted (n) time. Note
that creating the entire table means solving:) instances of a coNP-problem, but this
is done off-line and in knowledge compilation one is not amed with these off-line
computational costs.

The compilation of our running examplé'[= [, T, [] contains two aspects which are
important:

1. The output of the pre-processing part is a data strucéuge, @ set of propositional
formulae), which has size polynomial with respect to thedigart.

2. On-line reasoning takes time polynomial in the size ofdh&a structure and the
size of the variable part.

Furthermore, it is believed that the same pre-processiogldifacilitate the answer to
a whole class of queries — not just one. Intuitively, the gfépent in the pre-processing
phase pays off when its computation time is amortised oweatiswers to many queries.
Finally, even if the compilation process can take a substiaatmount of time, it must
always terminate. The aspects mentioned above can be ugpadadines to formalise
the notion of a compilable problem. The following definitisrirom [Cadoliet al., 1994]:

Definition 2.2.1 (Compilable problem) A problem [P, F, V] is compilable if there exist
two polynomial, p, and an algorithm ASK such that for each instarfcef F' there is
a data structureD; such that:

INote that the vague term ‘the part’ is intentionally usedre@Medge compilation can be used on many
kinds of data structures (e.g., formulae, models). Howewvithin this report we only consider knowledge
compilation of propositional formulae and ‘the part’ candemsidered to be a set of propositional formulae
representing for example a knowledge base.
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1. |Dy| < pu(If]).

2. for each instance of V' the call ASKDy, v) returns yes if and only iff,v) is a
“yes” instance of P.

3. ASKQy,v) requires time< py(|v| + |Dy|).

Remember, that in Definition 2.2 2 stands for the type of question we ultimately
want to solve. For example, does the knowledge base entaittairt literal, or can a
certain cause explain the discrepancy between obsersaiuhsystem description. Fur-
thermore, in Definition 2.2.F" stands for the fixed part of the problem, aricgtands for
the variable part of the problem. In Definition 2.2.1, Constra states that the size of
some data structur®; is polynomial in the size of some instan¢eof . Constraint
2 states thaD; can be used to answer an instarigev) of P for any instances of V.
Hence, from Constraints 1 and 2 follows thaf stands for the compilation of. Finally,
Constraint 3 states that any instari¢ev) can be answered in time polynomial in the size
vl + [Dy].

In case Definition 2.2.1 does not hold for a problgF, ] such a problem is said
to beincompilable

In the rest of this section, we will describe various knowgeaompilation methods
(for propositional theories). The methods are divided methods which exactly translate
the original theory into another form (Section 2.2.2) andhnods which translate the
original theory into a form that approximates the origirredry (Section 2.2.3).

2.2.2 Exact knowledge compilation: Prime implicants and prime im-
plicates

A knowledge compilation method is called exact when theioalgtheory is compiled
into a logically equivalenttheory. Proposals for exact knowledge compilation can be
classified in three main methods [Cadoli, 1993]:

1. use prime implicants or prime implicates.

2. add to the knowledge base only those prime implicatesntiakte any deduction
possible by unit resolution.

3. use prime implicates with respect to a tractable theory.

Note that anmplicantof a theoryX: is a conjunction of literal® such thatD |~ ¥ and
D does not contain two complementary literalgrame implicantis a minimal implicant
with respect to set containment. Amplicateof a theoryX: is a disjunction of literalg”
(aclausg such that: = C' andC' does not contain two complementary literalgrame
implicateis a minimal implicate with respect to set containment.

The simplest proposals on exact knowledge compilation uséact that knowledge
bases have normal forms (e.g., CNF and DNF) from which coresexs can be easily
computed.
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For example by taking the disjunction of all prime implicaht,, . . ., D, of a knowl-
edge basd( B one obtains a DNF formul®; Vv --- Vv D, which is equivalent tok' B
[Quine, 1959], such that for every que®y, KB = ( iff for every prime implicantD;,

D; E Q. If Q is in CNF this amounts to verify that every clause(phas a non-empty
intersection with eaclb;. Hence, entailment of CNF queries can be computed in time
polynomial in the size of the set of prime implicants plus sige of the query.

Dually one can take the conjunction of all prime implicatés. . ., C; of a knowl-
edge base<B to obtain a CNF formulaC; A --- A C} which is equivalent toK' B
[Reiter and de Kleer, 1987]. For every CNF queépy KB = ( iff for each nontau-
tologous claus&”’ of () there is a prime implicat€’ of KB such thatC' = ', i.e.,
C' C C'. Hence, the entailment of CNF queries can be computed in toh@pmial in
the size of the set of prime implicates plus the size of theygue

Intuitively all prime implicates of a CNF knowledge base canfbund by resolving
clauses (each resolvent is an implicate) and discardindjaatps which are not prime.
However, this method may require too many resolution stBgsearch on algorithms for
computing prime implicates already started a long time agbcan be found for example
in [Tison, 1967, Jackson and Pais, 1990, de Kleer, 1992, 5and del Val, 2001].

However, the number of prime implicants and prime implisaitéa knowledge base
with n variables was shown in [Chandra and Markowsky, 1978] to bemsmptial inn in
the worst-case. In [Schrag and Crawford, 1996b] an expetahstudy of the number of
prime implicants and prime implicates for CNF knowledge Basfeincreasing size was
performed.

Unit-resolution-complete compilation Since the number of prime implicates can be
exponential an enhanced method was proposed in [del Vad]198e method is based on
the observation that entailment of a CNF query and a primdigates-compiled knowl-
edge base can be done by checking whether each query clacsetagned in a prime
implicate. This check for containment is a form wfit-resolutionrefutation, which is
defined as follows:

Definition 2.2.2 Unit resolution is a form of resolution where at least one of tlwo
clauses to be resolved is a single literal.

Unit resolution is sound, but incomplete, i.e., not all tafions can be found by unit
resolution. Negating a clause in the query yields a set oateepliterals, and by unit
resolution one obtains the empty clause if and only if ther@ prime implicate made by
a subset of the literals in the clause.

By substituting the set-containment check with unit resofutefutation, one does not
need to keep all prime implicates, but only the subset of @implicates from which each
prime implicate can be derived by unit resolution. Sincegumit resolution refutation
needs polynomial time in the size of the initial clauses tadfated, this method also
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turns a coNP-complete method into a problem solvable inrpmtyial time with respect
to the size of the formula produced by pre-processing.

In [del Val, 1994] cases are given in which unit refutatiom cisscard an exponential
number of prime implicates. However, the method is limitedNF knowledge bases
(i.e., although any formula can be translated into an etgm¢gaCNF formula, this may
increase its size exponentially).

Theory prime implicates Another method was developed by Marquis [1995]. He starts
observing that prime implicants and prime implicates mé#hare based on transforming
the problemK B |= @ (Q being a clause), involving the entire knowledge basg, into
local tests involving one prime implicant/implicate at a time. pf®poses to enhance
such local tests with a theory, while keeping its completatpe polynomial-time.

Definition 2.2.3 A theory prime implicateof a knowledge bas& B with respect to a
theory® is a clauseC such that BU ® |= C and for each other claus€’ if K BU® =
C"and® U ' = C'thenalsod U C |= C".

The theory prime implicates of a knowledge b&s& with respect to a theorg will
be denoted by TPK B,®). Note that wher® is an empty knowledge base one obtains the
definition of prime implicate, i.e., TPK B,2) = PI(K B). Hence, theory prime implicates
extend prime implicates.

Observe that checking U {C'} = C is equivalent to check, for each literiale C,
whether® = —l; U C". The key point is thaif deduction in the theorg can be done in
polynomial timeentailment of CNF queries can be computed in time polynomidhé
size of the set of theory prime implicates.

Marquis suggests as good candidatesifahe set of all Horn clauses d@f B, the set
of all binary clauses of{ B, and many others. In general, any subsefd® such that
entailment is tractable can be used. However, for a knovdédgei B and two theories
® and®’ such thatK B = ¢ and®’ = ® holds we have that the number of clauses
of TPI(K B,®) can never be larger than TRIB,®’) (Corollary 2 in [Marquis, 1995]).
Hence, to get the best theory prime implicate compilationowly have to consider the
largest subsets (with respect to set inclusion) of a knogddzhses 5.

Marquis gives examples in which the number of theory primglicates is exponen-
tially smaller than the number of del Val's filtered prime imcptes. Furthermore, in
[Marquis and Sadaoui, 1996] Marquis and Sadaoui give arrighgo for computing the-
ory prime implicates, which is based on Binary Decision Daags. With this algorithm,
the initial knowledge base does not need to be in CNF, and theepmplicates ofK B
need not be generated. This reduces considerably coropilaperations, as shown in
some experiments.

In summary, the three classes of exact knowledge compilatiethods given in the
beginning of Section 2.2.2 are ordered according to theceffess of the method.
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Each method is at least as good as its predecessors, andcformedhod there exists
a theory that can be compiled exponentially smaller thannargng one of the ear-
lier described knowledge compilation methods. Howevecorting to a theorem in

[Selman and Kautz, 1996] it is highly unlikely that one of thescribed methods (or any
exact knowledge compilation method) can compile everymhedo a polynomial data

structure.

To overcome some of the drawbacks of exact knowledge cotguilanethods some
of the requirements might be weakened. We will look at somihe$e methods in the
following section.

2.2.3 Approximate knowledge compilation: Theory approximation

The theory approximation approach is analogous to optiiis@roblems. In both cases,
we are interested in approximate solutions that are meaningowever, in Knowledge
Representation we are not dealing with numerical probleris Means there is no obvi-
ous metric that tells us “how far we are” from the right ansteean entailment problem.
The approximation of the answer to an entailment problenuishiherefore be grounded
on a semantical basis.

YEa?

Return
"es"

Return
no"

Return "don’t know" or
fall back on original theory

The underlying idea in approximate knowledge
compilation is that answers to a query can be ap-
proximated from two sides. Either with an answer
that is sound but incomplete or with an answer that
Is complete but unsound. A sound-but-incomplete
answer approximates the correct answer as a ‘yes’
answer is correct while a ‘no’ answer is in fact
a ‘don’t know’. A complete-but-unsound answer
approximates the correct answer as a ‘no’ answer
Is correct while a ‘yes’ answer is in fact a ‘don’t
know’. Obviously, in both cases one wants to
have an approximation that can be computed us-
ing fewer resources.

Figure 2.2: Fast querying using The ideas mentioned above can be formalised

theory approximations.

as follows. An approximationd of a knowledge
baseX is soundwhen for every querg, if A = Q

thenY = Q. In this caseA is called anupper boundor ¥. Observe thatl is an upper
bound (UB) forX ifand only if X |= A holds. Dually, an approximatioR of a knowledge
baseX. is completewhen for every queryy, if B = @ thenX [~ Q. In this casepB is
called alower bound(LB) for 3, andB = ¥ holds.

The approximations can be used to improve the efficiency efyganswering. Sup-
pose we have a knowledge basand we want to determine if a formutais implied by
the knowledge basg. This can be done as depicted in Figure 2.2 wherg is an upper
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bound ofY andX; 5 is a lower bound of. First, the system tries to answer the query
quickly by using the approximations. ¥y 5 | o then it returns ‘yes’, or it 5 [~ «
then it returns ‘no’. In case no answer is obtained, the systeuld simply return ‘don’t
know’, or it could decide to spend more time and use a genaieiance procedure to de-
termine the answer directly from the original theory. In lduger case, the approximations
could still be used to prune the search space of the infenpgmoedure. For example, in
[Kautz and Selman, 1994] queries are answered using a kdge/lease: and also an-
swered using the knowledge baseconjoined with its unit LUB. The latter is shown to
speed up the query answering in their experimental setup.

2.2.3.1 Anytime versions of exact compilation methods

Any of the exact knowledge compilation methods discussedipusly in Section 2.2.2

can be turned into an approximate method by stopping it betas completed, because
these methods are anytime algorithms. In fact, we can be mdi¢ precise about the
approximations of some algorithms.

The methods based on implicates as del Val's [1994] and Msifqi995], yield upper
bounds when stopped before the entire compilation is fidisle for each implicat€”
by definitionX = C holds, it also holds that = PI,(X), with PI,(X) denoting all
implicates computed after steps of one of the algorithms described in Section 2.2.2.
HencePI,(X) is an upperbound of.

The methods computing implicants like Schrag’s [1996ad]d/iower bounds when
stopped before the entire compilation is finished. As foheaatlicant D of ¥ it holds
by definition thatD | ¥, it follows that wheneveD (= @ for each already computed
implicant and for some quer§ thatY [~ (). Hence, the computed implicants form a
lowerbound of the theor¥.

2.2.3.2 Horn approximations

In [Selman and Kautz, 1991] an original method to approxariatowledge bases was
developed which was extended in [Selman and Kautz, 1996 idlea is to compile
a knowledge base into a formula which belongs to a syntatdigsovhich guarantees
polynomial-time inference.

In the method developed in [Selman and Kautz, 1991] a knayddzhse is approx-
imated by a Horn formula. The basic idea is to bound a set ofaisoof the original
theory from below (i.e., complete) and from above (i.e.r&)which is formalised in the
following definition.

Definition 2.2.4 Let X be a set of clauses. The etz and X5 of Horn clauses are
respectively a Horn lower bound and a Horn upper bound af and only if
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M(Er) € M(X) € M(Zyg)

or, equivalently,

ELB |: hy ): EUB.

Instead of using any pair of bounds to characterise ther@igheory, we would like
to use the best possible bounds. This leads geeatestHorn lower bound and &east
Horn upper bound.

Definition 2.2.5 Let X be a set of clauses. The sét; z of Horn clauses is a greatest
Horn lower bound of if and only if M(Xs.5) € M (X) and there is no set’ of Horn
clauses such thaM (X¢.5) C M(Y) C M(X).

Definition 2.2.6 LetX be a set of clauses. The set;;5 of Horn clauses is a least Horn
upper bound oE if and only if M(X) C M(X .y 5) and there is no set’ of Horn clauses
such thatM(X) € M(Y') € M(Z.uB).

Each theory has a unique LUB (up to logical equivalence)chnthave many different
GLBs.

As shown in Figure 2.2, inference can be approximated bygusiea Horn GLBs and
Horn LUBs. In this way, inference could be unsound or incorgpléut it is always
possible to spend more time and use a general inferencecan@cen the original theory.

Similar to Horn bounds other bounds can also be used. In @ebdnd Kautz, 1996]
the GLB and LUB are computed, which only contain unit clauses, substitute in the
definitions above unit clause for Horn clause). Their expental results show that such a
restricted language for the bounds can already lead to @esulad savings in computation
time.

2.2.4 Approximation in ABox Reasoning
by JEFF PAN

The W3C recommendation OWL is a recently emerged standardfoessing on-
tologies in the Semantic Web. One of the main features of OWhasthere is a direct
correspondence between (two of the three “species” of) OWL R@scription Logics
(DLs) [Horrocks and Patel-Schneider, 2003].

Unfortunately, while existing techniques faiBox reasoning (i.e., reasoning about
concepts) seem able to cope with real world ontologies [sleaand Mller, 2001a,
Horrocks, 1998], it is not clear if existing techniques ABBoxreasoning (i.e., reasoning
about individuals) will be able to cope with realistic setsnstance data. This difficulty
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arises not so much from the computational complexity of ABexsoning, but from the
fact that the number of individuals (e.g., annotations)hizge extremely large — even in
scenarios where scalability matters.

In this section, we describe an approach to ABox reasonirigél#icts the language
and deals withrole-free ABoxes, i.e., ABoxes that do not contain any axioms asserting
role relationships between pairs of individuals. The rgsuhich we call aninstance
Store is a system that can deal with very large ABoxes, and is alpeawide sound and
complete answers to instance retrieval queries (i.e., atingpall the instances of a given
guery concept) over such ABoxes.

Although this approximation may seem a rather severe céistn the functionality
provided by the Instance Store is precisely what is requisethany applications, and in
particular by applications where ontology based terms aeel io describe/annotate and
retrieve large numbers of objects. Examples include th@figetology based vocabulary
to describe documents in “publish and subscribe” appbeatiUscholdet al., 2003], to
annotate data in bioinformatics applications [GO, | andrnioaate web resources such
as web pages [Dikt al, 2003] or web service descriptions [Li and Horrocks, 2008] i
Semantic Web applications.

2.2.4.1 Instance Store

An ABox A is role-free if it contains only axioms of the form: C. We can assume
without loss of generality that there is exactly one suclomxfor each individual as
x : C'U=C holds in all interpretations, and two axioms C' andx : D are equivalent to
asingle axiomx : (CT1D). Itis well known that for a role-free ABoX, instantiation che
reduced to TBox subsumption [Hollunder, 1996, Tessaris1Roe., if C = (7, .A), and
Aisrole-free, therlk =z : Diff v : C € AandT = C C D. Similarly, if € = (T, A)
and A is a role-free ABox, then the instances of a conceptould be retrieved simply
by testing for each individuat in A if X = 2 : D. This would, however, clearly be very
inefficient if A contained a large number of individuals.

An alternative approach is to add a new axiolmC D to 7 for each axiome : D in
A, whereC', is a new atomic concept; such concepts will be cafisdudo-individuals
Classifying the resulting TBox is equivalent to performingaanplete realisation of the
ABox: the most specific atomic concepts that an individuiglan instance of are the most
specific atomic concepts that subsu@eand that are not themselves pseudo-individuals.
Moreover, the instances of a concéptan be retrieved by computing the set of pseudo-
individuals that are subsumed By,

The problem with this latter approach is that the number etigs-individuals added
to the TBox is equal to the number of individuals in the ABox, aihthis number is
very large, then TBox reasoning may become inefficient or é&veak down completely
(e.g., due to resource limits). The basic idea behind thiamee Store is to overcome
this problem by using a DL reasoner to classify the TBox andtaldee to store the
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ABox, with the database also being used to store a complelisaan of the ABoXx,
i.e., for each individuatk, the concepts that realises (the most specific atomic concepts
thatx instantiates). The realisation of each individual is cotedwsing the DL (TBox)
reasoner when an axiom of the fonm C'is added to the Instance Store ABox.

A retrieval query to the Instance Store (i.e., computing $be of individuals that
instantiate a query concept) can be answered using a conanirmd database queries and
TBox reasoning. Given an Instance Store containing a(kB.4) and a query concept
@, the instances af) can be computed using the following steps:

1. use the DL reasoner to compuik the set of most specific atomic conceptsZin
that subsumé), andD, the set of all atomic concepts ih that are subsumed by

Q;

2. use the database to compuig, the set of individuals it4 that realisesomeconcept
in D, andA¢, the set of individuals in4 that realiseeveryconcept inC;

3. use the DL reasoner to computg, the set of individuals: € A¢ such thatr : B
is an axiom in4 and B is subsumed byp;

4. return the answedg U Ay,.

It can be shown that the above procedure is sound and competie that ifQ) is
equivalent to an atomic concepi, then{X} C C C D, and the answeH can be
returned without computingy,.

2.2.4.2 An Optimised Instance Store

In practice, several refinements to the above proceduresa@ to improve the perfor-
mance of the Instance Store. In the first place, as it is palgntostly, one should try
to minimise the DL reasoning required in order to computdisations (when instance
axioms are added to the ABox) and to check if individualsdin are instances of the
guery concept (when answering a query).

One way to (possibly) reduce the need for DL reasoning is tadarepeating com-
putations for “equivalent” individuals, e.g., individgat,, o wherez; : C; andz, : Cy
are ABox axioms, and’; is equivalent ta”; (concepts” and D are equivalent, written
C = D,iff C C DandD C (). As checking for semantic equivalence between two
concepts would require DL reasoning (which should be aw)idée optimised Instance
Store only checks for syntactic equality using a databaskue? Individuals are grouped
into equivalence sets, where each individual in the setssrésd to be an instance of a

2The chances of detecting equivalence via syntactic chemks be increased by transforming concepts
into a syntactic normal form, as is done by optimised DL reas® [Horrocks, 2003], but this additional
refinement has not yet been implemented in the Instance.Store
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syntactically identical concept, and only one represamatf the set is added to the In-
stance Store ABox as an instance of the relevant concept. Wissveang queries, each
individual in the answer is replaced by its equivalence set.

Similarly, repeated computations of sub and super-cosdepthe same concept (e.g.,
when repeating a query) can be avoided by caching the resfudisch computations in
the database.

Finally, the number and complexity of database queriest@soa significant impact
on the performance of the Instance Store. In particularctimputation of4, can be
costly asD (the set of concepts subsumed by the query cor@gptay be very large. One
way to reduce this complexity is to store not only the mostgjmeconcepts instantiated
by each individual, but to storeveryconcept instantiated by each individual. As most
concept hierarchies are relatively shallow, this does moase the storage requirement
too much, and it greatly simplifies the computatiordgf: it is only necessary to compute
the (normally) much smaller s&' of most general concepts subsumedhynd to query
the database for individuals that instantiate some membBEY.0On the other hand, the
computation ofA. is slightly more complicated ad, must be subtracted from the set
of individuals that instantiate every concepiin Empirically, however, the saving when
computingA, seems to far outweigh the extra cost of computitag

2.2.4.3 Implementation

The Instance Store has been implemented using a comporsed bechitecture that is
able to exploit existing DL reasoners and databases. Tleecmmmponent is a Java appli-
cation thatimplements an APl and, for test purposes, a sing#r interface. The Instance
Store connects to a DL reasoner via the DIG interface [Be@rh2003], and can there-
fore use one of several DIG compliant reasoners, includa@TF[Horrocks, 1998] and
RACER [Haarslev and Mller, 2001b]. It also connects to a DB via standard intex$ac
and has been tested with HS®IMySQL* and Oracle.

initialise(Reasoner reasoner, Database db, TBox t)
assert (I ndividual i, Description D)

renmove( |l ndi vi dual i)

retrieve(Description Q: Set{l ndividual)

Figure 2.3: Instance Store basic functionality

The basic functionality of the Instance Store is illustdaby Figure 2.3. The four
basic operations aifieni ti al i se, which loads a TBox into the DL reasoner, classifies
the TBox and establishes a connection to the datalzesser t , which adds an axiom
i : D to the Instance Store;enove, which removes any axiom of the forin: C

3http://hsqldb.sourceforge.net/
“http:/lwww.mysgl.com/
Shttp://www.oracle.com/
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(for some concept’) from the Instance Store; arrcet ri eve, which returns the set
of individuals that instantiate a query concépt As the Instance Store ABox can only
contain one axiom for each individual, assertingD when: : C'is already in the ABox
is equivalent to first removingand then asserting: (C' 1 D).

In the current implementation, we make the simplifying asgtion that the TBox
itself does not change. Extending the implementation tdw#h monotonic extensions
of the TBox would be relatively straightforward, but delgtinformation from the TBox
might require (in the worst case) all realisations to be ngmoted.

Our experiments show that the Instance Store providesestatul effective reasoning
for role-free ABoxes, even those containing very large nusoé individuals. In con-
trast, full ABox reasoning using theARER system exhibited accelerating performance
degradation with increasing ABox size, and was not able tbwligla the larger ABoxes
used in this test.

61t may be possible to fix this problem by changing system patars, but we had no way to investigate
this.
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Chapter 3

Distributed and Modular
Knowledge Representation &
Reasoning

by LUCIANO SERAFINI

3.1 Introduction

A promising way to deal with large ontologies is decomposéhem into a collection
of smaller, more specific ontologies, which, together with telations between them,
constitute a representation that is semantically equivatethe original ontology. Con-
versely, it may be desirable momposea set of ontologies into a coherent network of
ontologies that can be referred to as a single entity.

In both cases, the ultimate ontologyrsodular- it comprises a set of autonomous
modules, which are interrelated by semantically meaningfks. Figure 3.1 depicts a
very high level reference model of such a modular ontology.

The objective of this section of the report is to give an oi@mof the frameworks that
have been developed in various ontology-related fields wiprder science and artificial
intelligence in order to represent and reason with moduldrdastributed knowledge.

Like in the previous chapter we don't restrict in our anaysurselves to consider-
ing approaches which are specifically and explicitly destyto deal with ontologies.
Moreover it’s relevant to also take into account certailneatmore general approaches
to distributed knowledge bases, distributed knowledgeesgmtation, and distributed
databases.
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Figure 3.1: Modular ontology reference model

3.2 Frameworks

We distinguish betweemodularisation([decomposition)integration(compile time com-
position), anctoordination(run time composition) based approaches. With respecido th
classification we consider the following frameworks:

28

* Modularisation

— Database Modularisation
— Partition-Based Reasoning

* Integration

— Ontology Integration
— Database Integration

* Coordination

— Ontology Coordination
* Distributed Description Logics
* C-Owl

— Database Coordination

= Peer to Peer Databases
%= Local Relational Model
» Cooperative Information Agents

— Contextual Reasoning

* Propositional Logic of Context
* Multi-Context Systems

— XML namespaces
— Emergent Semantics
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3.3 Evaluation criteria

We summarise each of these frameworks with respect to tlevioly criteria (the abbre-
viations will be used in a unified table at the end of each eai:ti

COMPOS Does the framework provide for composition or decompositibontologies,
or knowledge in general? Or does it enable both?

SYNTAX Does the framework provide a formal language for the spetifin of modu-
lar ontologies and relations between them?

SEMANT Does this language come with a formal semantics?

HETERO Does the framework allow for heterogeneous representatimaividual mod-
ules?

REASON Is the framework equipped with concrete decision procesfure

SYSTEM Are there any systems that implement these decision prog2du

The first criterion asks for the basic principle behind a fearark. This fundamental
criterion is a first characterisation of the different framoeks and helps to separate the
frameworks.

One of the central questions in an modularisation/distidiouframework is how the
distributed resources/modules are related. The next titerier gather the formal char-
acteristics of the formalism in which the relationship canelxpressed. Only approaches
with a clear and formal syntax and semantics are useful fosémantic web because the
definition should not depend on the behaviour of an impleatent.

Also in the semantic web it can not be ensured that all inféionas represented in
one formalism. Therefore the framework should be able talearesources with hetero-
geneous representations. The forth criterion asks foathigy.

The last two criteria are concerned with the implementatidney allow to identify
those approaches which solve their feasibility and try twvettheir usefulness in practical
situations.

The table 3.1 gives an overview of this summarisation.

KWEB/2004/D2.1.1/v1.2 02. August, 2004 29



3. DISTRIBUTED AND MODULARKNOWLEDGE REPRESENTATION & REASGNING

APPROACH (DE)COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
ggg'{%.rrl]gformation compose yes yes yes no no
C-OWL compose yes yes yes no no
DFOL both yes yes yes yes yes
DB Modularisation decompose yes yes yes no no
DB Integration compose yes yes yes no no
%/Iysl'%ie%%ntext both yes yes yes yes no
Partitioned repres. decompose yes yes yes yes yes
Rrop. Logic of none yes yes no no no
B%;c/i}[%ned Theorem  gecompose no no yes yes yes
P2P Datbases compose no no yes no yes
XML namespaces compose yes no no no yes

Table 3.1: Overview of the characterisation of all framexsgor

3.4 Modularisation

3.4.1 Database Modularisation
by STEFANO SPACCAPIETRA

Motivation Traditional database technology has addressed moduiansa different
ways and under different headings. At the data instancé, ldneework on fragmentation
in distributed databases corresponds to a modularisaitoing at splitting the database
into possibly overlapping subsets to be stored as locabdats at different sites. This
type of modularisation is basically human-driven (i.efjried by the database designer),
although a number of algorithms have been proposed to g#tidata distribution versus
access requirements. This technology is currently aVailabmajor commercial DBMS.
At the metadata (schema) level, modularisation is a conicettle management of large
schemas, with hundreds or even thousands of object antbredhip types. Clearly, no
human DB administrator can handle such complexity at a glaaed no normal brows-
ing techniques can provide an easy-to-understand vistialis of such huge schemas.
Finally, another form of modularisation is personalisatia technique leading to mod-
ules defined by their owner.

Description Modularisation is often seen as cutting something into gaetike when

using scissors to cut a newspaper page into its componetitdggand advertisements).
Yet modularisation does not exclude cutting a whole intorlagping parts, as in the
process of defining data fragments for distributed storalges is specifically the case
when defining a distributed database, i.e. a database tbenisally managed but whose
data is split into sub-databases stored at multiple siteghi$ setting, each element of
the database schema (e.g., a relational table, an objexit iypandidate for fragmenta-
tion. Fragments are defined by a combination of selectiderai(known as horizontal
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splitting) and projection criteria (known as vertical $joig). Fragments overlap: all frag-
ments need to include a key that allows correct re-composit the whole from the frag-
ments. Each fragment may also be stored in multiple sitegpfication is desirable for
performance reasons. Modularising a huge database schanake it more manageable
can be done automatically or based on manual specificatlorsutomatic approaches,
concepts of semantic closeness are defined to determiné whaments of the schema
can be clustered together to build a higher-level elemeastekample, an object type and
its subtypes can be clustered together [Teategl,, 1989]. Clustering can be done iter-
atively by applying a sequence of criteria. Clusters at eacél lcan be seen as modules
in the original schema. In object-oriented databasestiftttion of interesting clusters
may additionally take into account use relationships shgwvhich methods use which
object types. Thus, an object type can be clustered with tier @bject types that are
accessed while executing its associated methods. In tdrmedularisation through per-
sonalisation, the traditional database approach religh@niew definition mechanism.
In relational databases, views can be freely defined as S@tiepu The subschema that
is relevant for a given user can then be composed by gathalfitagples and views that are
accessible to the user (as specified by the definition of acagss attached to each table
and view). To a certain extent, modularisation, contexsa#ibn (i.e., modules defined as
all elements relevant to a given context), and personadiséivhere the contextis the data
owner) can all be subsumed by a generic technique that: djifigs the different pieces
(and combinations of pieces) we are interested in (modol&ext, person or agent), and
2) defines for each data item (e.g., an axiom, a value, an totyjee, an ontology) for
which piece (or combination of pieces) it is relevant for eldmgs to (e.g., this axiom be-
longs to module m1, this contribution is relevant for cotgdsweb2.1 and DIP1.5). Such
a generic technique has been developed at EPFL-LBD to enltanceptual data mod-
els with support of multiple coexisting perceptions, legdio multiple representations
of the same real world phenomena (e.g., objects, links,gt@s) in the same database.
The basic mechanism that is used is to associate to eachrel#readentification of the
perceptions it is relevant for. This is done from the metellédata descriptions in the
database schema) down to the data level (instances and)aliliee technique allows
defining any component of the database as perception-garyor example, a schema
item that is shared by many perceptions may have two or mdnaittens, up to one per
perception, and still be understood as a single data itemilely, the set of instances of
a class as well as the value of an instance may be differemtdree perception to another
perception. Whenever multiple perceptions lead to multipfgesentations, these repre-
sentations may be organised separately or integrated sitmyke container. For example,
if two perceptions of hotels coexist and require differepiresentations, it is possible
to define a single object type Hotel and have the two reprasens merged within the
object type. This is relatively easy to achieve if one hotebne perception maps to
at most one hotel in the other perception (partial or totgdbive mapping). Alterna-
tively, it is possible to define two separate object typed, lark them with a relationship
type whose semantics is to express that the two linked iostarepresent the same real
world hotel. Both solutions allow the system to be aware ofdkistence of multiple
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representations for multiple perceptions (just as an iskaldetween two object types in-
structs the system that the related instances result freamalive classifications of the
same real world object). Consistency rules are defined tcagtes that the database is
designed so that, when restricted to a single perceptiendatabase schema is a tradi-
tional database schema and the data instances form adraditatabase. Similar rules
govern how transactions see the database. When a transadtieres to a single per-
ception, it sees a traditional database. When a transacties multiple perceptions, it
has an integrated vision of the corresponding collectiosinfle-perception databases
and the inter-perception data that spans over the visistepéons. In all cases, the data
that is returned in response to queries is consistent amdlevi® the transaction (i.e.,
it belongs to the perception that the transaction holds)e pitoposed technique offers
two advantages over traditional personalisation teclescgguch as views and roles (in
the object-oriented sense). First, it allows implementimg concept of perception as a
consistent subset of the whole database. In this sense aepterc may be seen as a
module. Second, it allows establishing bridges betweecgptions and using them for
multi-perception applications, including applicatiortgecking the semantic consistency
of the different representations. Third, it allows keegimg a single schema and database
all the perceptions, so that an integrated view is posdiblgarticular for the database ad-
ministrator. This has immediate benefits in reducing erisk in defining the database
and in making its definition evolutionary. Fourth, as thentgque applies to all database
items, it can straightforwardly be ported to data models aae non-standard features,
such as constructs for the description of spatial and teatpoiormation. Finally, the
technique does not depend on the underlying data model. yitmamplemented as an
extension to any data model. For instance, its applicatioant ontology language has
been proposed as a solution to support context-dependenogies.

Results and Applications Modularisation as fragmentation in distributed databsse s
tems is part of the functionality routinely supported by andpBMS on the market-
place. Similarly for modularisation as personalisatiomtigh the view mechanism. As
far as we know, modularisation as schema decompositionrttesesting results at the
academic level only [Massart, 1997]. Modularisation tlgiowefinition of perception-
varying schemas has been implemented in a prototype areditestwo case studies as
part of an EEC sponsored project [Consortium, 2000].

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS | SYNTAX | SEMANT | HETERO | REASON | SYSTEM
decompose  yes yes yes no no
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3.5 Partition-Based Reasoning
by FLORIS ROELOFSEN & HOLGER WACHE

Motivation There is a growing interest in building large (common sehks®wledge
bases [Lenat and Guha, 1990, Cole¢nl, 1998, Fikes and Farquhar, 1999]. General-
purpose reasoners for such knowledge bases tend to suffiecctsmbinatorial explosion.
One promising approach to resolving this problem, pursugtleaKnowledge Systems
Laboratory at Stanford University, is to structure knovgedases into multiple domain-
or task-specific partitions, and thendwploitthat structure so as to make reasoning more
focused and efficient.

Description The basic idea is to partition a first-order or propositiotiedory 7" into
tightly coupled subtheorie®;, ..., T,, which are related by (and should agree on) the
overlap between the signatures of their respective larggiafymir and Mcllraith [2004]
describe a greedy algorithm that automatically estaldishech a partitioning. The al-
gorithm optimises the size of each partition and the ovebketween partitions. The al-
gorithm manipulates a graphical representation of thermagithat constitute the initial
theory, which resembles a dual constraint graph in comgteatisfaction problems. It
yields a graph, whose nodes represent partitions and whoseepresents the languages
shared by overlapping partitions. Efficient graph-basgdrithms can be applied to con-
vert this representation into a tree structure.

A family of message-passing (MP) algorithms has been dpeéldor reasoning with
such tree-structured partitions of propositional or fogler axioms. Reasoning is per-
formed locally in each partition, and relevant results agppgated toward the goal par-
tition so as to provide a global solution. Different (po$gibpecial-purpose) reasoning
engines may be used in different partitions. Global soussiia@d completeness follow
from the soundness and completeness of each local reaf@mrmance is shown to be
linear in the tree structure, and worst-case exponentthimvihe individual partitions. To
maximise the effectiveness of the algorithms, (1) the doggbetween partitions should
be minimised, in order to reduce information being passedden them, and (2) local
inference within individual partitions should be maxinyalfocused”, that is, it should
involve a minimised set of tightly related variables.

It is useful to observe that the semantics of a partitionemy can be seen as the
projection of a global semantics fa@r onto each local languagg. Or, the other way
around, a model fof" is the combination of one model for ea@h In other words,

a model ofT; is partial in the sense that it concerns only part of the total knowledge
base, but it izompletein the sense that it expresses a unique interpretation (etenp
knowledge) of that part of the knowledge base. As regardsitbepartition relationships,

it is worth remarking that the approach is limited to consialg overlap betweepairs

of partitions, which is exclusively described Bymmetric(as opposed talirectional)
relations.
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Results This approach has only fairly recently been initiated. Armird Mcllraith
[2004] provide a comprehensive presentation of the thealetesults obtained so far.
Another reliable source of information is the project’s \sibé:

htt p: //www. ksl . st anf ord. edu/ proj ects/ RKF/ Partitioning/.

A first empirical analysis [MacCartnest al., 2003] shows that using message-passing
algorithms on partitions which are generated automagickies in general not yield any
efficiency improvements. Only when specialised and adaptéuke particular process of
inference the algorithms are shown to be more efficient tthaloedjreasoning systems.

Applications Prototypes of the algorithms was implemented into Stanéord SRI's
high-performance knowledge bases [Fikes and Farquha®, I8¢heret al, 1998]. De-
tailed results, however, have not been reported yet. lreffarts have been directed
toward the development of a partition-based theorem piidtacCartneyet al, 2003] as
well as a partition-based planner [Amir and Engelhardt, 3200

Summary With respect to the evaluation criteria proposed in se@i8rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
decomp. yes yes yes yes yes

3.6 Integration

3.6.1 Ontology Integration
by LUCIANO SERAFINI

Motivation  With the growing availability of large and specialised oeliontologies, the

guestions about the combined use of independently dewtlopmlogies have become
even more important. Michel Klein in [Klein, 2001] proposas exhaustive list of tasks
that have to be taken into account in managing heterogeragmlsartially autonomously
developed ontologies. In this lishtology integrations defined as

“... Creating a new ontology from two or more existing ontaésgwith over-
lapping parts, which can be either virtual or physical”.

The most critical point in ontology integration is the pretnl of discovering theverlap-
ping partsbetween two or more ontology. This problem, however, is duhe scope of
this work-package. Actually, it is the main task of the Wétkekage WP2.2 Heterogene-
ity. As it is explained in the deliverable D2.2.1 of this WP theerlapping between two
ontologies can be expressed via mappings. Roughly speakirapping is an expression
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stating that the semantics (meanings)®ofn; in an ontologyO; and terms in the on-
tology O, are in a certairsemantic relation (e.g., more-general-than, less-general-then,
equivalent, disjoint, etc.).

The problem In this document, therefore, we are not interested in thecgmbhes that

allow to discoverthe mappings. We suppose a set of ontologies with a set of imggp
between them, and we look at the approaches that allow usetgrate these ontologies
using mappings.

Proposed solutions An overview of the state-of-the-art methodologies andgdof
ontology integration can be found in [Wackeal, 2001]. In the following we report
only a subset of the most significant approaches to ontolatggration.

From our perspective, the approaches of finding commoeslitetween two different
ontologiesA and B and generating a new integrated ontolagyin which these com-
monalities are represented, can be clustered in two gragjpsndling on whether the new
ontology C replacesA and B, or it is used only as a mediator betwegrand B which
are parts of the integrated ontology.

Ontology Merging The result of the integration is a unique ontology, in whicterg
source ontology is explicitly represented together withrttappings between them.
The tools for ontology merging usually integrate also agratient algorithm which
is capable of finding matches between the two ontologiesmiples of these tools
are:

PROMPT [Noy and Musen, 2001] by Natasha Noy. PROMPT allows the man-
agement of multiple ontologies in P&gg, mainly to compare versions of the
same ontology, move frames between included and includioggt, merge
two ontologies into onextract a part of an ontology.

MoA by Jaehong Kim. MoA [Kim, ] is an OWL ontology merging and akgn
ment library and tool composed by a set of basic librariesafid, remove,
merge and align operations on an ontology model, and siityileomparison
between two concepts.

HCONE by Konstantinos Kotis and George A. Vouros. The HCONE apgroac
[Kotis and Vouros, 2004] to ontology merging is based on @taring the
intended informal interpretations of concepts by mapphegt to WordNet
senses using lexical semantic indexing, and (b) exploitiegformal seman-
tics of concepts definitions by means of description loggasoning services.

Ontomerge by D. Dou, D. McDermott and P. Qi. Ontomerge [Detal., 2002] is
a tool for ontology translation which is based on a methoafdology merg-
ing. The merge of two related ontologies is obtained by ke union of the
terms and the axioms defining them, and by adding bridgingnasi Bridging
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axioms not only expresses bridges between the semantibs térims in two
related ontologies but also make this merge into a compkateamtology for
further merging with other ontologies.

FCA-merge by G. Stumme and A. Maedche. Ontologies can be merged by FCA-

merge [Stumme and Maedche, 2001] following a bottom-up @ggr which

offers a global structural description of the merging pesceFor the source
ontologies, it extracts instances from a given set of dorspgrcific text doc-
uments by applying natural language processing technigBased on the
extracted instances it applies Formal Concept Analysisiigales to derive a
lattice of concepts The produced result is manually transéa to the inte-

grated ontology, and acts as a global ontology that allowsssto the local
“federated ontologies”.

Ontology Mediation! The result of the integration is global ontologythat allow ac-
cess to the source ontologies via mappings between globallogres and source
ontologies. An example that can be classified under thigerlis

Formal Framework for Ontology Integration Calvanese et. al in [2001] pro-
vides a formal framework for specifying the mapping betwtenglobal on-
tology and the source ontologies. In this paper it is argimed mappings
should be viewed as queries from the global ontology to tballones. This
approach is supported by the intuition that a concept in tbbaj ontology
corresponds to a view (i.e., a query) over the other ontekgi

3.6.2 Database Integration
by STEFANO SPACCAPIETRA

Motivation The need for integrating digital data residing in differdata stores exists

since networks have offered functionality to transfer deden one site to another. Con-
sequently, research on database integration has a lorayyhistarting back in the 70s,

and is still ongoing. Among the many commonalities that tehetween ontologies and
databases, the areas of ontology integration and datati@ggadtion clearly share quite
many issues and solutions. Ontology composition, as defimedction 1, is thus very

similar to the approach that deals with building a federatsdbase from a set of existing
databases. Federated databases correspond to modememegus from organisations
and enterprises whose work calls for data coming from a tyagé sources (the most

frequent pattern today). Data warehousing is another agprthat heavily depends on
successful data integration. It is foreseeable that ogyalategration becomes an equally
essential component of future information managemenesyst It is therefore worth

investigating which achievements from the database corntynomay be reusable in ad-

dressing issues related to distributed and modular knayeleelpresentation.

36 02. August, 2004 KWEB/2004/D2.1.1/v1.2



D2.1.1 Survey of Scalability Techniques IST Project IST-2004-507482

Description Despite the variety of approaches and proposals to be fautfiei over-
whelming literature on database integration, a methodcddgonsensus seems to exist
for decomposing the information integration process ihte¢ steps:

» Source homogenisation: in this step all data sources a&iled using the same
data model (i.e., existing descriptions, based on hetemmes data models, are
translated into equivalent descriptions using a singlemomdata model). Wrap-
pers, for instance, are tools designed to implement thisdgemisation process
[Wiederhold, 1992]. Homogenisation could also includesottonsiderations, such
as, for instance, conforming the schemas of the input seuocagreed design rules
(e.g., normalisation). Some integration methodologies mgta-modelling tech-
niques to enable skipping the homogenisation step [Ni@witk Yetongnon, 2001],
or just achieve the same goal by directly building semanidges among source
schemas [Parent and Spaccapietra, 2000].

» Schema and data matching: this step aims at finding andibiegcall semantic
links between elements of the input schemas and the comdsmpdata. Fully au-
tomated matching is considered impossible, as a compugeegs can hardly make
ultimate decisions about the semantics of data. But evemapassistance in dis-
covering of correspondences (to be confirmed or guided byangins beneficial,
due to the complexity of the task. All proposed methods relysome similar-
ity measures that try to evaluate the semantic distancedagtwwo descriptions
[Rahm and Bernstein, 2001]. Notice that schema matching uéetly termed
alignment in works on ontology integration.

* Integration: this step takes as input the data sourceshenthappings in-between
and produces an integrated schema and the mappings betieégldbal) inte-
grated schema and the (local) existing sources. The gtobakal mappings are
needed to support queries on the integrated schema. Taggation step relies on
the definition of a set of generic integration rules, whictestow to solve all types
of semantic conflicts that may exist between two data sourt@egration rules
need not be deterministic, i.e. there may be alternativetisols to the same se-
mantic conflict. The designer responsible for the integiatthema should choose
an integration policy stating which solutions have to begmred [Dupont, 1994].
Research has identified two methods to set up mappings betiveantegrated
schema and the input schemas [@&lal, 2003]. One method is called GAV for
Global As View, and proposes to define the integrated schesmavgew over input
schemas. The other method is called LAV, and proposes toadifenlocal schemas
as views over the integrated schema. GAV is usually constieimpler and more
efficient for processing queries on the integrated datalbasés weaker in support-
ing evolution of the global system through addition of newrses. LAV gener-
ates issues of incomplete information, which adds comgleri handling global
queries, but it better supports dynamic addition and reinaiveource. Proposals
also exist that suggest merging the two techniques.
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A current trend is to develop ontology-based integratiazhmégues. Here, one or
more ontologies play the role of the human expert in assg$salikeliness of a seman-
tic similarity, or in suggesting alternatives (e.g., syyims) in measuring similarity. This
technique is likely to lead to solutions that could in part& be used to implement infor-
mation services for mobile users. In a mobility contexts ihot possible to rely on advice
from human experts to solve semantic heterogeneity. Bvewyhas to be done by agents
that rely on locally available information to provide thepested service. There is a need
for integration, but the process has to be done on the fly,iwmeans that completeness
and to some extent correctness has to be traded off for geggonse. Finally, database
integration issues and their solutions are currently bé&iagsferred to the very similar
problem of ontology integration (also called ontology @usior merging). Although in
ontology integration the focus has been on terminologicaigarisons, it is clearly evolv-
ing towards the full complexity of semantic conflicts as itiieed by research in database
integration. The only tangible difference between databagegration and ontology in-
tegration seems to be in the fact that more often, in the ogyolorld, some ontologies
may take a form of leadership (e.g., WordNet for ontologiesud terminology) over the
other ontologies. In this case, the integration processcfwinsually gives no preference
to a source over the others) may turn into a conformance pspadiere integration means
that a new source is used to enrich an existing referencéogyto

Results Results in information integration include the developmaié large know-
how for the domain as well as tools and prototypes for theousriasks composing the
integration process. There is, however, no tool that pewia single compete solution
for the whole process. Regarding homogenisation, thereusdsmce of prototypes for
data model translation (e.g., between the relational datdeftnand the object-oriented
data model) and wrappers. In terms of tools, there is a fadfilASE database design
tools that accept ER-like specifications and turn them inteticmal schemas. UML is a
broader approach that allows expressing specificationsofibrstatic and dynamic aspects
in data and process modelling and generates a relationghd€&3BMain [Hainaut, 1999]
[Thiran and Hainaut, 2001] is a more flexible approach, wluah convert a variety of
input formats into one of many possible output formats. &ingoals are achievable
with tools and languages oriented towards data exchange &ML and, in the ge-
ographic domain, FME). Regarding tools helping in finding aetit links among in-
put sources, a number of prototypes have been developedgnifisant recent effort
is the Rondo project [Melniket al,, 2003]. A detailed discussion on the nature of se-
mantic links that can be established, and how to charaeténiem, can be found in
[Parent and Spaccapietra, 2000]. Matching algorithmsdpatate at the instance level
have been developed for geographic databases [Badard, 1R8§arding the final inte-
gration step, the variety of semantic conflict that can dnese been largely investigated
[Larsonet al,, 1989], [Sheth and Kashyap, 1992] and the issue can be @vadids com-
prehensively analysed. Integration rules have also bemmsixely discussed (e.g., in
[Parent and Spaccapietra, 2000]).
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Applications As stated above, a number of tools exist that are used in cihe ghases
of the information integration process. Full integrationreal applications remains a
basically manual activity.

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
compose yes yes yes no no

3.7 Coordination

3.7.1 Ontology Coordination

3.7.1.1 Distributed Description Logics
by ANDREI TAMILIN

Motivation The current situation on the web is characterised by a stpaalieration
of local ontologies. We use the term "local” to emphasiseftat that each ontology
describes the domains of interest from its local and sulbggioint of view, using the
language of desired complexity. In this circumstancesstime domain can be covered
by different local ontologies in heterogeneous ways. Tharmon solution for resolv-
ing semantic interoperability problem between such ongfielo is based on the discovery
of semantic mappings relating concepts of these ontologiesing a set of ontologies
related via semantic mappings is not enough to guaranteatdgr®perability. One has
to provide the capability of reasoning within such systemag®aing is necessary for
checking consistency of mappings, discovering new onekcamputing new ontologi-
cal properties that derive from the combination of ontadsgand mappings. To reflect the
situation given above, the reason-able formalisation &alidg with multiple ontologies
interrelated via semantic mappings is required.

Description The main purpose dDistributed Description Logics (DDLis to provide
a syntax and semantics, formalising the case of multiplellontologies pairwise linked
by semantic mappings. In DDL, local ontologies are reprieskby description logic
theories (T-boxes), while semantic mappings are repredéayt bridge rules. We briefly
recall the definition of DDL as given in [Borgida and Serafird03].

Given a nonempty set of local ontologi€®); };c;, let {DL;},c; be a collection of
description logics, and; be T-boxes ifDL;. T-boxesZ; are formalisations of ontologies
O; in description logicDL;. To avoid confusions, every descriptiéhof 7; is labelled
with its index, written; : C.
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Semantic mappings between pairs of ontologies represen@BL by bridge rules
between pairs of corresponding T-boxesbrdge rulefrom to j is an expression of the
following two forms:

1.i:C ij : D, aninto-bridge rule
2.1:C ij : D, anonto-bridge rule

whereC andD are two concepts df; and7; respectively. Bridge rules froito j express
relations betweenand; as viewed from theubjectivepoint of view of thej-th ontology.

Intuitively, the into-bridge rule : C = j @ D states that, from thg-th point of view
the concept in i is less general than its local concépt Similarly, the onto-bridge rule

1:C ij : D expresses the fact that, according @’ in ¢ is more general tha® in j.

A collection of T-boxes{7;};c;, and a collection of bridge rules between thgdm=
{B,;}izjc1, form adistributed T-boxn DDL T = ({7;}icr, B).

The semantics of DDL represents a customisation of the Lblmaels Semantics
for Multi Context Systems [Ghidini and Giunchiglia, 2001d&)i@ni and Serafini, 2000].
The underlying idea, is that each ontolo@yis locally interpretedon itslocal domain
and characterised by local interpretatidn Local domains are pairwise connected by
a set ofdomain relationsr;;, representing a possible way of mapping the elements of
i-th local domain intoj-th local domain, seen fromi's perspective. Domain relations,
therefore, give a semantics for bridge rules.

A collection of local interpretations; for eachZ; on local domaing\?:, and a family
of domain relations-;; between these local domains, defindistributed interpretation
J= <{I¢}i€[, {Tij}i;éjel> of distributed T-boxz.

Results [Borgida and Serafini, 2003] introduces basic definitions &fiL.Cframework.
[Serafini and Tamilin, 2004] characterises reasoning in 2B&a problem of calculating a
global subsumptionAs well [Serafini and Tamilin, 2004] describes a sound amdpete
reasoning procedure, which is based ahstributed tableawand constitutes a method for
combining existing tableaux reasoning procedures forrg#gm logics.

Applications Distributed tableau algorithm for computing global subgtion in DDL

is implemented in the distributed reasoning sysiRellet[Serafini and Tamilin, 2004].
D-Pellet is a mapping-aware extension of open source F@¥ét DL Reasonet, imple-
menting description logics tableau reasoning algorithmud®by, every D-Pellet main-
tains a set of local OWL ontologies, and C-OWL mappings estabdisetween local
ontologies and ontologies of foreign D-Pellets. D-Pelkts organised into a peer-to-
peer network (currently acyclic) and are capable of prawgdglobal reasoning within
local ontologies they maintain.

2ht t p: / / www. mi ndswap. or g/ 2003/ pel | et
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To facilitate the process of development of an ontology, peajpvia C-OWL mappings
to other ontologies, and to provide mapping-aware ontoldggsifier, D-Pellet can be
integrated into Pré&ge development platform as a plug-in [Serafini and TamilirQ40

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
both yes yes yes yes yes

3.7.1.2 C-OWL
by LUCIANO SERAFINI

Motivation The need for explicit models of semantic information (teralogies and
background knowledge) in order to support information exge in the semantic web
has been widely acknowledged by the research communityer8ledifferent ways of
describing information semantics have been proposed adlingpplications. However
we can distinguish two broad approaches which follow sometyaposite directions:

Ontologies aresharedmodels of some domain that encode a view which is common to
a set of different parties [Patel-Schneiétal., 2003];

Contexts arelocal (wherelocal is intended here to implypot sharedl models that en-
code a party’s view of a domain [Giunchiglia, 1993a, Ghi@ind Serafini, 1998,
Ghidini and Giunchiglia, 2001b].

Ontologies are best used in applications where the cordegis the use and manage-
ment of common representations. Contexts, instead, araubedtin those applications
where the core problem is the use and management of localldodamous representa-
tions with a need for a limited and controlled form of glokation (or, using the terminol-
ogy used in the context literature, maintainlogality still guaranteeing semantiompat-
ibility among representations [Ghidini and Giunchiglia, 2001Gntexts and ontologies
have both strengths and weaknesses, see [Boetjakt2003a] for a deeper discussion,
and we believe that they should be integrated in the reptasemal infrastructure of the
Semantic Web.

The C-OWL language is an extension of the OWL language for egpgontolo-
gies, withbridge rules which allow to relate concepts, roles and individuals ifiedent
ontologies. We call a set of bridge rules between two oniekgcontext mappingThus
acontextual ontologys an OWL ontology embedded in a space of other OWL ontologies
and related to them via context mappings. C-OWL can be usegtesxalignment (i.e.,
weak integration) of a set of independently developed ongiek.

KWEB/2004/D2.1.1/v1.2 02. August, 2004 41



3. DISTRIBUTED AND MODULARKNOWLEDGE REPRESENTATION & REASGNING

Description OWL syntax is obtained by extending OWL syntax with expresganagp-
pings. The semantics of C-OWL is obtained by modifying the ineOWL seman-
tics [Patel-Schneidest al., 2003]. The semantic of C-OWL uses the ideas and notions
originally developed in [Borgida and Serafini, 2003], whistbased on the semantics of
context (the, so called, Local Models Semantics [Ghidimi Serafini, 1998]).

The complete description of C-OWL is given in [Bouqe¢tl., 2003a]. The main
items defined in C-OWL are:

Ontology An ontology written in OWL

Local interpretation of an ontology Either a model of the T-box and the A-box defined
by the ontology, or dolei.e., an interpretation of an inconsistent ontology. In a
hole every subsumption is satisfied.

Ontology space: Is an indexed set of local ontologies.

Bridge rule: Is a special kind of inference rules from an ontola@@yto an ontologyO;;,
which allow to relate concepts, roles and individuals of éiméology O; with the
concepts, roles and individuals of the ontolo@y. We call a set of bridge rules
between two ontologies@ntext mapping

Contextual ontology: Itis a local ontology plus a set of bridge rules (context magg).
We sometimes write context meaning contextual ontology.

Context space: A context space is the pair OWL spa@eO;) (of local ontologies) fam-
ily M;; of (context) mappings fromto j, for any pairi, j

Interpretation for context spaces . It is a function that associates to each contextual
ontology a local interpretation, and to each pair of locaotnyiesO; andO; a
domain relationr;; between the domain of interpretation@f andO;.

Results So far C-OWL is a specification language, an abstract syntaonerete syntax
and a semantics. The abstract syntax is based on the d&stiipgics for OWL, and
bridge rules. The concrete syntax is OWL extended with mayspiithe following is an
example of C-OWL mappings.

<cow : mappi ng>
<rdf s: cooment >Exanpl e of a mapping of w ne into vino</rdfs:coment>
<cow : sourceOntol ogy rdf:resource="http://ww.exanple.org/wi ne.ow"/>
<cowl :targetOntol ogy rdf:resource="http://ww.exanple.org/vino.ow"/>

<cow : bri dgRul e cow : br-type="equi v">
<cow : sourceConcept rdf:resource="http://ww. exanpl e. or g/ wi ne. owl #wi ne"/ >
<cow :targedConcept rdf:resource="http://ww. exanpl e. org/vino. ow #vi no"/>
</ cow : bri dgRul e>

<cow : bridgRul e cow : br-type="onto">

<cow : sourceConcept rdf:resource="http://ww. exanpl e. or g/ wi ne. oM #RedW ne"/ >
<cowl :targedConcept rdf:resource="http://ww. exanpl e. org/vi no. oW #Vi noRosso"/ >
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</ cow : bri dgRul e>

<cow : bridgRule cow : br-type="into">
<cow : sourceConcept rdf:resource="http://ww. exanpl e. or g/ wi ne. oW #Ter ol dego"/ >
<cowl :targedConcept rdf:resource="http://ww. exanpl e. org/vi no. oW #Vi noRosso"/ >
</ cow : bri dgRul e>

<cow : bri dgRul e cow : br-type="conpat">
<cow : sourceConcept rdf:resource="http://ww. exanpl e. or g/ wi ne. oW #ni t eW ne"/ >
<cow :targedConcept rdf:resource="http://ww. exanpl e. org/vino. ow #Passito"/>
</ cow : bri dgRul e>

<cow : bri dgRul e cow : br-type="inconpat ">
<cow : sourceConcept rdf:resource="http://ww. exanpl e. or g/ wi ne. owl #WiteW ne"/>
<cow :targedConcept rdf:resource="http://ww. exanpl e. or g/ vi no. owl #Vi noNero"/ >
</ cow : bri dgRul e>

Applications The need for terminology integration has been widely resghin the
medical area leading to a number of efforts for defining statided terminologies. The
notion of contextualised ontologies can provide such agnatient by allowing the co-
existence of different, even in mutually inconsistent nisdeat are connected by seman-
tic mappings. As discussed above, the nature of the promesedntic mappings satisfies
the requirements of the medical domain, because they daegatre any changes to the
connected ontologies and do not create logical inconsigtewen if the models are in-
compatible.

In [Stuckenschmidet al., 2004] an experience from using C-OWL for the alignment
of medical ontologies Galen, Tambis, and UMLS is reported.

Galen One of the results of the GALEN project [Rector and Nowlan,3]98 their
GALEN Coding Reference model. This reference model is an ogyolhat covers gen-
eral medical terms, relations between those terms as welbb@mplex concepts that are
defined using basic terms and relations. For the study wears€@WL translation of the
GALEN model that contains about 3100 classes and about 4&{ores.

Tambis The Tambis Ontology [Bakest al., 1999] is an explicit representation of bio-
medical terminology. The complete version of Tambis cargtabout 1800 terms. The
DAML+OIL version we used in the case study actually contairssibset of the complete
ontology. It contains about 450 concepts and 120 Relations.

UMLS The Unified Medical Language System UMLS [Nelson and Pov2éI02] is an
attempt to integrate different medical terminologies amgbttovide a unified terminol-
ogy that can be used across multiple medical informatiomcsgsu Examples of medical
terminologies that have been integrated in UMLS are MeSHYdeet al, 2001] and
SNOMED [Coté, 1993]. In our case study, we used the UMLS semantic netwiinke
corresponding model that is available as OWL file containssE3dantic types organised
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in a hierarchy as well as 54 relations between them with @&tsatdomain and range
restrictions.

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
compose yes yes yes no no

3.7.2 Database Coordination

3.7.2.1 Cooperative Information Agents
by HOLGER WACHE

Motivation The information agent technology in general and cooperatiformation
agents in particular emerged as response to the continofogmation overload where
the data, system and semantic heterogeneity causes oreebtliems. The idea behind
information agents is the development and utilisation édbaamous computational soft-
ware entities which access multiple, heterogeneous atdbdi®d information sources
while retrieving, analysing, integrating and visualisofghe information [Klusch, 2001].
Especially their abilities for cooperation and to be mohile very interesting in the con-
text of distributed reasoning.

Description Intelligent agents differ from traditional software syst in their pro-
activeness (taking the initiative to reach given objedjyeheir reactivity or delibera-
tions (perceiving the environment), and acting social iaugps when it is needed (cf.
[Wooldridge and Jennings, 1995]). Information agents grecsl kinds of intelligent
agents and are defined as agents which have access to oneeohet@rogeneous and
distributed information sources and acquire, mediate aathtain relevant information
[Klusch, 2001]. In contrast to existing federated databmstems information agents
have the ability of pro-active information discovery leaglito the area of cooperative
information systems originated from [Papazogétal., 1992].

According to one or more of the following features infornosatiagents can be classi-
fied into [Klusch, 1999]:

Non-cooperative or collaborating agents have the ability to cooperate and to collabo-
rate for a given task or not.

Adaptive agents are be able to adapt themselves to any changes inethienagwork or
in the environment.

Rational agents try to increase their own benefits in an economicaksen
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Mobile agents can travel autonomously through the internet.

Cooperative Information Agents (CIA) are based on a meanirggfonmunication and

coordination. First of all the agents need to understandhtbanings of concepts and
notions across multiple domains. Related efforts inclugen{gautomated, ontology-
based interoperation with knowledge representation arnolagies also in the area of
intelligent agent technology.

In [Omicini et al,, 2001] a comprehensive overview of coordination mecharism
given. High-level collaboration of an information agenthvother agents includes, for
example, brokering, matchmaking, negotiation, coalitiormation, and collaborative
(social) filtering. A matchmaker tells a service requestbicl is the appropriate ser-
vice provider for the request. A broker also forwards theusst to the service provider
and returns the answer to the requester. Negotiating aboesuple of agents to agree
on a common and shared statement by applying e.g. tradinganisen like auctions. In
order to gain and share benefits CIAs can also negotiate toegt@mporary) coalitions.
With collaborative filtering agents communicate about teeris preferences in order to
provide information items to the user which are similar te jevious requests and will
match his interests.

Mobile agents are developed to be able to travel autonomanushe internet. Per-
forming their tasks on different servers allows to balameegerver performance and can
exhibit intelligent strategies for actively searchingamhation. They are suitable espe-
cially in dynamically changing environments, where in thse of a wireless network the
connection may be lost sometimes [Klusch, 2001]. A compisive overview of mo-
bile agent systems and their application to distributedrmfation retrieval is given in
[Brewingtonet al., 1999].

Applications and Results Collaborative information agents are successfully applied
to a wide field. Examples are Infosleuth [Woelk and Tomlinsk#95] and IMPACT
[Subrahmaniaet al,, 2000] for information retrieval in a distributed and hetgeneous
environment. InfoSpider [Menczer and Monge, 1999] is ame{a of an adaptive CIA.
Mobile Agents are mainly applied to the area of telecommations, where agents may
be a part of the decentralised architecture for the next ortgeneration, which inte-
grates mobile devices like smart phones or PDAs with theefe&s) internet in a more
sophisticated way [Pentland, 1998].

Summary With respect to the evaluation criteria proposed in se@i8rthe framework
may be summarised as follows:

COMPOS

SYNTAX

SEMANT

HETERO

REASON

SYSTEM

no

no

no

yes

no

no
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3.7.2.2 Peerto Peer Databases
by ILYA ZAIHRAYEU

Motivation EXxisting interest from the research community to Peerder®P2P) data-
bases is motivated by the promises laying beyond this pgmadrirst, it allows for inte-
gration of databases in a totally decentralised distrdbatenner by specifyinghappings
between pairs of databases (e.g., [Giunchiglia and Zad¢w,a3004]), also callegeersor
nodes or (small) sets of peers (e.g., [Haleeyal., 2003]). Peers use these mappings in
order to (transitively) propagate queries, query resahg, updates to each other. Second,
totally decentralised solution allows for large scaldapiiind fault tolerance of the net-
work. Third, peers are largely autonomous in what data thayesand what schema they
use to describe the data, in what other peers they estabéippings with, in when they
are online or offline, etc. All this gives low startup coste (reed to adjust local database),
ease of participation (once online, the service is avalalbw contribution requirements
for a single party (due to distributed processing), and egtie query results (due to
collective query answering).

Due to the high autonomy of peers, adoption of data integmagchnologies, relying
on the notion of aglobal schemdLenzerini, 2002], is not possible. Peers come and go,
import arbitrary schemas to the network, and may change siceemas at runtime. In
such settings maintenance of a global schema becomes tensix@, and even infeasible.
Therefore new methodologies, theories, mechanisms, ahdaéogies must be provided
in order to address the new challenges.

Description The description in this section base on [Giunchiglia andhizgieu, 2004,
Franconiet al,, 2004, Serafinet al, 2003, Franconet al., 2003, Bernsteiet al,, 2002].
Each peer on a P2P database network providesiecedatabase described byso(irce
schemaor supplies only the schema. In this latter case a node a@%kimd of mediator
in transitive propagation of data. Peers establish pagrwiappings, calledoordination
rules which have the following form:

i:CQ(z) = j:CQ(x,y)

wherei, j are distinct indices denoting distinct peef&)(x) is a conjunctive query over
the schema of peer CQ(z,y) is a conjunctive query over the schema of pger is

a set of variables, ang is a set of free variables. As from data integration literatu
[Lenzerini, 2002], this kind of mapping is called Globaldat-as-View, or GLAV.

Coordination rules solve the heterogeneity problem at theesiral level (when for
representing the same concepts, different databasesftesemnti names for relations and
attributes, and/or use different number of relations arattoibutes), whereas the instance
level heterogeneity (the same object is assigned diffe@mgtants in different databases)
is solved with the help otlomain relationgSerafiniet al, 2003]. A domain relation,
written r; ;(d;) = d;, is a function that specifies that a constdnfrom the domain of
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database at peérs equal to constant; from the domain of database at pgeA domain
relation is not necessarily symmetric, i.e. the followingyrtake place-; ;(d;) = d;,
r;i(d;) # d;. A typical example of this situation is currency conversi@onsider the
following example:

Example 3.7.1 Suppose we have two peers with the following schemas:

PeerA | PeerB
movies(title, year, genre, budgetmovie(title, budget, year)
credits(name, title) genres(title, genre)

actors(name, title, role)
Peer A is acquainted with peeB w.r.t. the following coordination rule:

A :movies(t,y, g,b), credits(n,t) = B : movie(t, b, y), genres(t, g), actors(n, t,r)

Now suppose that peet is in Italy and peerB is in USA. Then we need to specify
domain relations function in order to translate values fariget from US dollars to Euro
and vice versa. Below are two examples of such a function:

TA7B(b) =bx 118, ’I“B7A(b) =bx0.84

At each peer, for different queries different coordinatiales may be used for prop-
agation. Thus, for any given query, and a node on the netwdnkye the query is sub-
mitted, different propagation graphs,\oewson the network, may take place. And, since
“coordination rules graph” may be absolutely arbitraryj@won the network may con-
tain circles. Moreover, during the propagation of a quédrg,tiew may change, i.e. some
nodes may leave the network, some nodes may join, or somédination rules may be
changed.

Results [Halevyet al, 2003] proposes a language for mediating between peer sshem
which extends known data integration formalisms to a morapex architecture, and
specifies the complexity of query answering in that langugide et al, 2003] present de-
sign and evaluation of a (relational) data sharing systemeresquery answering is mainly
supported by mobile agents. [Seraftial., 2003] proposes a local relational model, that
provides a language and a proper semantics for expressipgings between databases,
as well as introduces the notion of domain relations. [Ghigla and Zaihrayeu, 2004]
proposes a data coordination model, where the main notrenisigerest Groups and Ac-
quaintances. The first notion allows for a global aggregatibnodes carrying similar
information, while the second allows for a local logical msio-point data exchange be-
tween databases. [Francatial., 2004] proposes a distributed update algorithm, which is
correct and complete with presence of circles in the coatahn rules graph and network
dynamics under certain semantics. The paper reports fipsremental results which
involved up to 64 database nodes.
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Applications To our knowledge, Peer-to-Peer databases have not begmpjietsas in-
dustrial applications, but some prototypes exist as testheacademia. Examples of such
prototypes are: [Giunchiglia and Zaihrayeu, 2004, Franebal, 2004, Nget al., 2003,
Halevyet al., 2003].

Summary With respect to the evaluation criteria proposed in se@i8rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
yes yes yes yes/no yes/no

3.7.3 Contextual Reasoning

3.7.3.1 Propositional Logic of Context
by FLORIS ROELOFSEN

Motivation Formalising context was first proposed by McCarthy [1987] a®ssible
solution to the problem ajeneralityin Artificial Intelligence. He observed that an axiom
is true only with respect to a particular context. In any ¢casmore general context can
be thought of in which the precise form of the axiom doesnlttamy more.

Description In the propositional logic of context (PLC), as described bgQdrthy,
Buvat, and Mason [Buvaand Mason, 1993, McCarthy and Biéyd998], contexts are
represented bgequencesf labels. Intuitively, a label sequenegr, denotes a context
k9 as seen from the viewpoint of context If K is a set of labels ani* the set of finite
sequences ovex, then the language of PLC is defined as a multi-modal langoage
a set of atomic proposition®, with modal operatorsst(%, ¢) for each label sequence
R = K1 ...k, € K*. The intuitive meaning of a formuiat(x., ¢), when stated in context
k1, 1S thaty holds in contexks, from the standpoint of context;.

A model 9t for PLC associates to each cont@éxa set of partial truth value assign-
mentsdi(x). Associating asetof assignments to every context is motivated by intuitions
similar to those which underlie possible worlds seman#ctrmula ¢ holds (“is known
to be true”) in contexk if it is satisfied by all the assignments associated.to

Allowing partial assignments provides for the simulation of local languageseach
context, only a fragment of the global language is actuakyaningful. Formally, a for-
mulay is meaningful in context if every assignment if0t(%) fully determines the truth
of ¢. SoM defines a function/ocab(Mt), which associates to every contexta set
Vocab(91)(%) of meaningful formulae.

Now for a modellt, a contexts, an an assignmemt € M(x), and a formulapy €
Vocab(9M)(%), satisfaction is defined as follows:
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1. M, v =% piff v(p) = true

2. M, v =z ~piffnot M, v = ¢

.M v ErpeDyiffnot M v = porM, v =1

4. M, v =5 ist(k, p) iff for all v € M(RkK), M,V =z ¢
5 M =5 piffforall v € M(R), M, v = ¢

If the preconditiony € Vocab(91)(%) does not hold, then neithébt, v =z ¢ nor
M, v == —¢. A formula ¢ is satisfiable in a context if there is a modeb)t such

Results The mentioned basic framework is described in [McCarthy amngbBuL998,
Buvat and Mason, 1993], building on earlier and still relevantrkvby Guha [1991].
An extension to incorporate quantifiers in the local langsafas been provided by
BuvaC [1996a]. The complexity of reasoning with purely propasial contexts has been
investigated by Massacci [1996], and more recently by Reelofand Serafini [2004,
2004]. PLC has been shown to be a special instance of the neoexra multi-context
systems framework discussed in section 3.7.3.2 [SerafthBanquet, 2004].

Applications The propositional logic of context has most notably beenlémgnted
into the CYC common sense knowledge base by Lenat and Guh@][1®®reover, it
has been applied to fields such as planning [Buaad McCarthy, 1996], machine trans-
lation [Buvat and Fikes, 1995], and word sense disambiguation [Bui@96b].

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS| SYNTAX | SEMANT | HETERO | REASON | SYSTEM
none yes yes no no no

3.7.3.2 Multi-Context Systems
by FLORIS ROELOFSEN

Motivation The multi-context system (hereafter MCS) framework is naigd by the
work of Giunchiglia [1993b], which emphasises trénciple of locality. reasoning based
on large (common sense) knowledge bases can only be effiggtivrsued if confined to
a manageable subset (context) of that knowledge base. Cowaplary to this idea is the
principle of compatibility[Ghidini and Giunchiglia, 2001c]: there must be certain-con
straints between reasoning processes in different cangexas to guarantee their com-
patibility. Together, these two principles have fosterke investigation of contextual
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reasoning, viewed as an assemblage of heterogeneousiregpsm@athanisms that operate
on local, interrelated knowledge fragments.

Description A simple but effective illustration of the intuitions undigng MCS is pro-
vided by the so-called “magic box” example, depicted below.

.
ﬁ% ~_Mr.2

Figure 3.2: The magic box

Example 3.7.2Mr.1 and Mr.2 look at a box, which is called “magic” because their of
the observers can make out its depth. Both Mr.1 and Mr.2 ramirat local representation
of what they see. These representations must be coherentlibBlieves the box to
contain a ball, for instance, then Mr.2 may not believe the taobe empty.

The formal description of such interrelated local représons departs from a set of
indices/. Each index; € I denotes aontext which is described by &cal formal
languageL;. To state that a formula € L; holds in context one utiliseslabelled
formulaeof the form: : . formulae that apply to different contexts may be related by
bridge rules which are expressions of the form:

i1:¢17"'7in:¢n_>i:90 (31)

Example 3.7.3 The situation described in example 3.7.2 may be formaligeahdMCS
with two contextsl and 2, described by propositional languagés = L({l/,r}) and
Ly = L({l,c,r}), respectively. The constraint that Mr.2 may not believelibe to be
empty if Mr.1 believes it to contain a ball can be capturedhsyfollowing bridge rule:

1:lvr — 2:lVeVr

[Ghidini and Giunchiglia, 2001c] call the proposed senm@nfor this formalismlocal
model semantics An MCS (collection of local languages plus set of bridge sylis
interpreted in terms of ehain a collection ofsets of local mode]®one set for each con-
text. Alocal modelis merely a standard interpretation of the language of tiiesd that

it serves to interpret. A chain can be thought of as a set aétemic states”, each corre-
sponding to a certain context. The fact thatiftselement contains more than one local
model amounts td,; being interpretable in more than one unique way (partialkno
edge). Exactly one local model corresponds to complete ladye, whereas an empty
set of local models indicates an inconsistent context.

50 02. August, 2004 KWEB/2004/D2.1.1/v1.2



D2.1.1 Survey of Scalability Techniques IST Project IST-2004-507482

Example 3.7.4 Consider the situation depicted in Figure 3.2. Both agentst@mplete
knowledge, corresponding to the chdifi[l, ]}, {[l, —¢,—r]}}. We can imagine a sce-
nario however, in which Mr.1 and Mr.2’s views are restricted e tright half and the
left-most section of the box, as depicted in Figure 3.3.

f% ~— _Mr.2

Figure 3.3: A partially hidden magic box.

Now, both Mr.1 and Mr.2 have only partial knowledge. This isse#d by a chain, whose
elements contain more than one local model:

{ {[lv_'TL [_'l7_'r]}7 }
{[L, —e, =], [1, e, r), 1, e, =], [, e, r]}

Satisfactionis a local concept in this framework: a chairsatisfies a labelled formula

i : ¢, regarding context, if all the local models comprised by thé& element of: satisfy

v in a classical sense. Compatibility of different contextsaptured by the concept of
bridge rule compliancea chain complies with a bridge rule if it satisfies its consatce

or does not satisfy one of its premises. In order for a chatotsistently satisfg formula

i =, it should satisfyi : ¢ and comply with all the bridge rules of the system. Moreover,
its i*" element should not be empty (the corresponding contexidinotibe inconsistent).

Results The framework has been worked out and described by Giunahagid Ser-
afini [1994]. The local model semantics is due to Ghidini amgh@higlia [2001c]. Com-
plexity issues and decision procedures have been investigey Serafini and Roelof-
sen [2004, 2004]. Multi-context systems are the most géfr@mmework for contextual
reasoning proposed to date [Serafini and Bouquet, 2004].

Applications Multi-context systems have been successfully applied towa fields of
computer science and artificial intelligence, including

* meta-reasoning and propositional attitudes [Giunchighd Serafini, 1994],
* reasoning with different viewpoints [Attardi and Simi, 93],
e common sense reasoning [Bouquet and Giunchiglia, 1995],

» reasoning about beliefs [Benerecettial, 1998a, Fisher and Ghidini, 1999]
[Ghidini, 1999, Giunchiglia and Giunchiglia, 1996, Giumglra et al., 1993],

* multi-agent systems [Benerecattial., 1998b, Cimatti and Serafini, 1995],
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» automated reasoning with modal logics [Giunchiglia ande&&ani, 2000], and

 contextual ontology design [Bouquetal., 2003b, also see section 3.7.1.2 of this
report].

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS

SYNTAX

SEMANT

HETERO

REASON

SYSTEM

none

yes

yes

yes

yes

no

3.7.4 XML namespaces
by GIORGOS STAMOU & YIANNIS KOMPATSIARIS

Introduction The main aim of this report is to present the use and the aperat
namespaces in Extensible Markup Language (XML). The roleashespaces is very
important and in order to realise this we can think of appitwe of Extensible Markup
Language (XML) in which a single document may contain eletsiand attributes that are
defined for and used by multiple software modules. In suchd® markup vocabulary
exists which is well understood and for which there is useditware available, it is better
to re-use this markup than re-invent it.

But in documents like these, containing multiple markup vodaries, there is danger
in recognition and collision. Software modules need to He &brecognise the tags and
attributes which they are designed to process, even in tted&“collision” occurring
when markup intended for some other software package usesathe element type or
attribute name.

At that point namespaces are the solution for this problefme definition given by
W3C is that “an XML namespace is a collection of names, idedtiby a URI refer-
ence which are used in XML documents as element types anblués names. XML
namespaces differ from the “namespaces” conventionay urs computing disciplines
that the XML version has internal structure and is not matitérally speaking, a set”.
Furthermore “URI references, which identify namespacescansidered identical when
they are exactly the same character-for-character, nttiagURI references which are
not identical in this sense may in fact be functionally eqlent”.

Names from XML namespaces may appear as qualified names) admntain a single
colon, separating the name into a namespace prefix and apgadal The prefix, which
is mapped to a URI reference, selects a namespace. The cdimbiaithe universally
managed URI namespace and the document’s own namespacegsadentifiers that
are universally unique and mechanisms are provided forqseboping and defaulting.
On the other hand URI references can contain charactersloaeal in names so cannot
be used directly as namespace prefixes. Therefore, the paosggsrefix serves as a proxy
for a URI reference.
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Declaring Namespaces A namespace is declared using a family of reserved attsbute
Such an attribute’s name must either ol ns or havexm ns: as a prefix. These
attributes, like any other XML attributes, may be providéedtly or by default.

The attribute’s value, a URI reference, is the namespace rdangfying the names-
pace. The namespace name, to serve its intended purposkl Bage the characteristics
of uniqueness and persistence.

Furthermore if the attribute name match&sf i xedAt t Nane, then theNCNane
gives the namespace prefix, used to associate element abdtathames with the names-
pace name in the attribute value in the scope of the elememhich the declaration is
attached. Also in some of those declarations, the namesjaace may not be empty.

Finally if the attribute name match&ef aul t At t Narre, then the namespace name
in the attribute value is that of the default namespace istiope of the element to which
the declaration is attached.

Qualified Names In conforming XML documents to the W3C specification some reme
may be given as qualified names. Qualified names are declared a prefix, which
provides the namespace prefix part of the qualified name, arstl Ine associated with a
namespace URI reference in a namespace declaration antelsodal part that provides
the local part of the qualified name.

Applying namespaces to Elements and attributes

The first Namespace Scoping The namespace declaration is considered to apply to
the element where it is specified and to all elements withéencibntent of that element,
unless overridden by another namespace declaration watisdmeNSAt t Nane part.
Additionally multiple namespace prefixes can be declaredtabutes of a single element.

Namespace Defaulting A default namespace is considered to apply to the element
where it is declared and to all elements with no prefix withie tontent of that ele-
ment. If the URI reference in a default namespace declaraiempty, then unprefixed
elements in the scope of the declaration are not considereéd in any namespace. The
default namespace can be set to the empty string that haartteeedfect, within the scope

of the declaration, of there being no default namespace.

Uniqueness of Attributes In XML documents conforming no tag may contain two at-
tributes which

* have identical names and
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» have qualified names with the same local part and with prefiMeich have been
bound to namespace names that are identical.

Conformance of Documents In XML documents that conform to the W3C specifica-
tion, element types and attribute names must match the ptiodufor QNane and must
satisfy the “Namespace Constraints”.

An XML document conforms this specification if all other tolsein the document
which are required, for XML conformance, to match the XML ¢wation for Name
match this specification’s production fhiCNane.

The effect of conformance is that in such a document

« all element types and attribute names contain either zeoo® colon and

* no entity names, PI targets, or notation names contain aloys.

Strictly speaking attribute values which are declared tofagpesl D, | DREF( S) ,
ENTI TY( I ES) , andNOTATI ON, are also names, and thus should be colon-free. How-
ever the declared type of attribute values is only availablgrocessors which read
markup declaration, for example validating processorsisTimless the use of a validat-
ing processor has been specified, there can be no assuranhteeticontents of attribute
values have been checked for conformance to this speaticati

Summary With respect to the evaluation criteria proposed in se@i@rthe framework
may be summarised as follows:

COMPOS

SYNTAX

SEMANT

HETERO

REASON

SYSTEM

compose

yes

no

no

no

yes

3.8 Emergent Semantics
by MUSTAFA JARRAR

In what follows, we summarise the status of a collaboratiferieon the develop-
ment of the notion of “emergent semantics”, which has bedraiaed by the IFIP 2.6
Working Group on Data Semantics. This summary is based orergxbt al., 2004b,
Abereret al., 2004a].

This approach is motivated by the belief that global sencanteroperability emerges
from large numbers of purely local, pair-wise interactigese also 3.7.1.2). “Semantic
interoperability is viewed as an emergent phenomenon aarietl incrementally, and its
state at any given point in time depends on the frequencyqulaéty and the efficiency
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with which negotiations can be conducted to reach agreesv@mtommon interpreta-
tions within the context of a given task”. This type of semamtteroperability is called
“emergent semantics”.

The key principles of this approach are:

» Agreements as a Semantic Handshake Protocol. Emergeantes(“Dynamic
ontologies”) can be established on the bases of mutuallyed propositions be-
tween the interacting agents. The quality of “emerged séosirdepends on the
strength of the agreed propositions, and their trustwoets.

» Agreements emerge from negotiations. Information emvirents are assumed to
be dynamic. Thus, interactions between agents are negdssalentify and re-
solve semantic conflicts, and to verify whether a consersards| to the expected
actions. Interactions are message exchanges or refeterdiegibuted information
resources.

» Agreements emerge from local interactions. Emergent sdosaare assumed to
be established incrementally, based on local agreemertshalcagreements are
obtained through aggregations of local agreements.

This approach is currently active in the area of peer-ta-gata management and in-
tegration, where local schema mappings are introducedlier@o enable semantic inter-
operability. Local schema mappings can be seen as the logahanication mechanisms
for establishing consensus on the interpretation of data.

While the Semantic Web approach uses ontologies for obtaggmantic interoper-
ability, the ambition of the emergent semantics approathabtain such interoperability
in a more scalable and decentralised fashion, without sacsusing ontologies.
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Chapter 4

Benchmarking Ontology Technology

by RAUL GARCIA-CASTRO

4.1 Introduction

It can be expected, that the Semantic Web will contain laajemes of information and,
as time goes by, this information will increase exponeltidlherefore, a new necessity
arises: to be able to deal with this information size; andbdxhty will become one of the
main requirements for Semantic Web technology.

Research results (techniques and technology) obtainee iireflds of approximation,
distribution, and modularisation of ontologies must besassed. This is primarily done
by performing experiments that measure the scalabilitpbdgities of these results.

Measurement and experimentation, although being a caomer®f assessment, just
deal with performing a comparative analysis of differemhi@ques or technology. In
order to learn from the best practices carried out in the anshcontinuously improve,
benchmarking studies must also be performed over thespitgers and technology.

The use of the term benchmarking regarding the search fdmemus improvement
and best practices emerged in the industry area. The Seftvagineering community has
adopted it and has performed many benchmarking studieffémetit fields like operating
systems or database management systems.

Benchmarking activities are present all over the Knowledgd Wetwork of Excel-
lence. Several working packages contain tasks concerminghmarking. Hence, in this
chapter we present a wide overview of the benchmarking pey@xperimentation, and
measurement. This way, the contents of this chapter candfalust only to the par-
ticipants in the scalability work package, but to most of Kreowledge Web partners
involved in benchmarking. This chapter is meant to serve@ssaible starting point for
benchmarking Semantic Web tools, techniques, and apiplitat

In this chapter we review definitions, classifications, ardimads of benchmarking, as
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well as of measurement and experimentation in Softwarerteeging. Then, we present
the state of the art of benchmarking within the Semantic Wela.aWe have focussed
on ontology-based technology evaluation, presenting argéevaluation framework and
the different studies carried out in the field.

4.2 Benchmarking

Benchmarking has been broadly used in the industry area ay afveantinuously im-
proving and searching for best practices. In this sectiomywil summarise the most
relevant definitions used in benchmarking, the main clasgitins proposed, and the dif-
ferent methodologies used to perform benchmarking.

4.2.1 Benchmark versus benchmarking

The IEEE Standard Glossary of Software Engineering TerlogydIEEE, 1991] defined
benchmark as:

1. A standard against which measurements or comparisons carade.m

2. A procedure, problem, or test that can be used to comparemsgsbr components
to each other or to the standards as in (1).

3. Arecovery file.

A few years later, Sill [1996] complemented the second IEERdhmark definition
at the comp.benchmarks FAQ by saying that:

A benchmark is a test that measures the performance of asgsteubsystem
on a well-defined task or set of tasks.

Although in the above definitions a benchmark is supposee tasled only to assess
systems, Sim and colleagues [2003] expanded the defingiberichmark techniques as
well as systems.

In the last decades, the word benchmarking has become meleithin the business
management community. The definitions widely known aredlthe to Camp [1989] and
Spendolini [1992]. Camp defined benchmarkinglessearch for industry best practices
that lead to superior performanceshile Spendolini expanded it saying tHanchmark-
ing is a continuous, systematic process for evaluating toeycts, services, and work
processes of organisations that are recognised as repteggbest practices for the pur-
pose of organisational improvement.
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A few years later, Ahmed and Rafig [1998] stated that the ceesisence of bench-
marking is to learn how to improve business activity, preess and management. They
identified the main benchmarking characteristics as:

* Measurement via comparison.

» Continuous improvement.

» Systematic procedure in carrying out benchmarking agtivi

The Software Engineering community does not have a contseachmarking defi-
nition. Some of the most representative benchmarking diefis are:

» Kitchenham [1996] defined benchmarking as a software atialu method. For
her, benchmarking ithe process of running a number of standard tests using a
number of alternative tools/methods and assessing th&welperformance of the

tools in those tests

* Weiss [2002] and Wohlin and colleagues [2002] adopted tistness benchmark-
ing definition. For Weiss benchmarking asmethod of measuring performance
against a standard, or a given set of standarasd for Wohlin benchmarking ia
continuous improvement process that strives to be the lheékedbest through the
comparison of similar processes in different contexts

To sum up, the terms benchmark and benchmarking differ. Videiehmarking refers
to a process, the term benchmark refers to a test (maybe mskd benchmarking pro-
cess). Table 4.1 summarises the main differences betweehimark and benchmarking.

Table 4.1: Main differences between benchmark and bendtingar

Benchmark | Benchmarking
IS A Test Continuous process
PURPOSE | Measure Search for best practices
Evaluate - Measure
- Evaluate
Improve
TARGET | Method Product
System Service
Process
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4.2.2 Benchmarking classifications

One of the main purposes of this section is to provide a gémmderstanding of the
vocabulary used to classify benchmarking processes. Véeptéwo different classifica-
tions of benchmarking: one is more focussed on the particggavolved in it, while the
other is based on the nature of the objects under analysis.

The main benchmarking classification was presented by Ca@@®]1He categorised
benchmarking depending on the kind of participants invdhad this classification has
been adopted later by other authors like Sole and Bist [19%ed and Rafiq [1998]
and Fernandez and colleagues [2001]. The four categoresifieéd by Camp are:

* Internal benchmarking. It measures and compares the performance of activities
as well as functions and processes within one organisation.

» Competitive benchmarking. In this case, the comparison is made with products,
services, and/or business processes of a direct competitor

» Functional benchmarking (also called industry benchmarking). It is similar to
competitive benchmarking, except that the comparisonlvesoa larger and more
broadly defined group of competitors in the same industry.

» Generic benchmarking Its aim is to search for general best practices, without
regard to a specific industry.

Another classification categorises benchmarking accgridithe nature of the objects
under analysis in the benchmarking. This classificatioreapgd, although not explicitly
separated from the previous one, in Ahmed and Rafig’s [199&Hmearking classifica-
tion. A few years later, Lankford [2000] established a safgclassification and identified
the following types of benchmarking:

* Process benchmarking It involves comparisons between discrete work processes
and systems.

» Performance benchmarking It involves comparison and scrutiny of performance
attributes of products and services.

 Strategic benchmarking It involves comparison of the strategic issues or pro-
cesses of an organisation.

4.2.3 Benchmarking methodologies

This section presents the traditional methodologies uspdrtform benchmarking. These
methodologies belong to the business community but, asatesguite general, they can
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be easily adapted to benchmark software. All of them havédasimlements and coincide
in the fact that benchmarking is a continuous process. Thwerethe steps proposed are
just an iteration of the benchmarking cycle.

The methodology proposed by Camp [1989] includes the foligvibur phases:

» Planning phase Its objective is to schedule the benchmarking investgeti The
essential steps of this phase are to:
— Identify what is to be benchmarked.
— Identify comparative companies.
— Determine the data collection method and collect data.

» Analysis phase This phase involves a careful understanding of currentgs®
practices as well as of those practices of benchmarking@et The steps to follow
in this phase are to:

— Determine the current performance gap between practices.
— Project the future performance levels.
* Integration phase This phase involves planning to incorporate the new presti

obtained from benchmark findings in the organisation. Tharstep of this phase
is to:

— Communicate benchmark findings and to gain acceptance.

» Action phase In this phase, benchmarking findings and operational jples
based on them are converted into actions. The steps recoechane to:
— Establish functional goals.
— Develop action plans.
— Implement specific actions and monitor progress.
— Recalibrate benchmarks.

Camp also identifiesmaturity state that will be reached when best industry practices
are incorporated into all business processes and bencimgdrécomes institutionalised.

Another methodology is the one proposed by the Americanitndty and Quality
Centre. It has been broken down by Gee and colleagues [20Qhgifollowing four
phases:

* Plan. Its goal is to prepare the benchmarking study plan, to séhecteam and
partners, and to analyse the organisational process. &ps &t follow are to:

— Form (and train, if needed) the benchmarking team.
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— Analyse and document the current process.

— ldentify the area of study on which the team will focus.

— Identify the most important customer.

— Identify the smaller subprocesses, especially problemsare

— ldentify the critical success factors for the area and agveleasures for them.
— Establish the scope of the benchmarking study.

— Develop a purpose statement.

— Develop criteria for determining and evaluating prospectbenchmarking
partners.

— Identify target benchmarking partners.

— Define a data collection plan and determine how the data willsed, man-
aged, and distributed.

— ldentify how implementation of improvements will be accdisiped.
» Collect. The goals of the data collection phase are to: prepare amiheder

guestions, capture the results, and follow-up with pagn&he steps to follow are
to:

— Collect secondary benchmarking information in order to ieiiee whom to
target as benchmarking partners.
— Collect primary benchmarking data from the benchmarkingneass.
* Analyse The goals of this phase are to: analyse performance gapdemtdy best
practices, methods, and enablers. The steps to follow are to
— Compare your current performance data with the partners. dat

— ldentify any operational best practices observed and tterfsand practices
that facilitate superior performance.

— Formulate a strategy to close any identified gaps.
— Develop an implementation plan.
» Adapt. The goals of this phase are: publish findings, create anowapnent plan,
and execute the plan. The steps to follow are to:
— Implement the plan.
— Monitor and report progress.
— Document and communicate the study results.

— Plan for continuous improvement.
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Gee and colleagues [2001] also identify fimal stepsto carry out after the adaptation
phase. These steps are:

Document the benchmarking in a final report, capture argoles learned that can
be of future value, capturing also a variety of process mgton.

» Communicate the results of the benchmarking effort to mament and staff.

Send a copy of the final report to the benchmarking partners.

Routinely review the performance of the benchmarked pseEse$o ensure that
goals are being met.

Move on to what is next by identifying other candidate pssas for benchmarking.

4.3 Experimental Software Engineering

The need for experimentation in Software Engineering watedtby Basili and colleagues
[1986]. Experimentation helps to better evaluate, predintierstand, control, and im-
prove the software development process and its associedddgis. In this section, we
summarise the most relevant definitions used in experih&ufiware Engineering as
well as the different classifications proposed and the iffemethodologies used to per-
form experimentation.

4.3.1 Definition

Basili [1993] defined experiment as:

An experiment is a test, trial or tentative procedure pgliey act or op-
eration for the purpose of discovering something unknowrooidsting a
principle, supposition, etc.; an operation carried out @natontrolled con-
ditions in order to discover an unknown effect or law, to tesestablish a
hypothesis, or to illustrate a known law.

4.3.2 Classification of experiments

Basili and colleagues [1986] classified Software Engingegxperiments in terms of the
number of projects evaluated and the number of teams ingalveeach project. This
classification is adopted by many Software Engineering exy@ants published. Basili
proposes:
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 Blocked subject-project studies They examine one or more objects across a set
of teams and a set of projects.

» Replicated project studies They examine object(s) across a set of teams and a
single project.

» Multi-project variation studies . They examine object(s) across a single team and
a set of projects.

 Single project studies They examine object(s) on a single team and a single
project.

The DESMET project [Kitchenhart al., 1994] classified experiments according to
the control of the evaluation in the following three groups:

» Formal experiment. It uses the principles and procedures of experimentagjdesi
to check whether a hypothesis can be confirmed. Formal expats are specifi-
cally designed to minimise the effects of extraneous faotor the outcome of the
experiment.

e Case study It is a trial use of a method or tool on a full scale project. Colnof
extraneous factors is much more difficult than in a formalezkpent.

» Survey. ltis the collection and analysis of data from a wide varietyprojects.
The data obtained in a survey are not as controlled as thdaamel from a formal
experiment, but they can be analysed statistically to iflembportant trends.

4.3.3 Methodologies

Basili and colleagues [1986] proposed a framework for cotidg@xperimentation that
includes the following four phases:

 Definition. Its goal is to identify the motivation, object, purposetgpective, do-
main, and scope of the experiments.

* Planning. Its goal is to design the experiments, choose the criteribet used
according to the experiments definition, and define the nmieasent process.

» Operation. This phase consists of the experiment preparation andigaacand
of the analysis of the data obtained after their execution.

* Interpretation . In this phase, the results of the previous phase are imtegbin
different contexts, they are extrapolated to other envirents, they are presented,
and the needed modifications are performed.

KWEB/2004/D2.1.1/v1.2 02. August, 2004 63



4. BENCHMARKING ONTOLOGY TECHNOLOGY

A few years later Kitchenham and colleagues [2002] propasget of guidelines for
carrying out experiments. These guidelines consider whdbtand what not to do in the
following six basic experimentation areas:

» Experimental context
— Specify as much as possible the industrial context. Defiearlyl the entities,
attributes, and measures that are capturing the conterfoaation.

— If a specific hypothesis is being tested, state it clearlgrgo performing the
tests and discuss the theory from which it is derived, soiteamplications
are apparent.

— If the research is exploratory, state clearly and, priohtodata analysis, what
guestions the investigation is intended to address, anditowl address
them.

— Describe research that is similar to the actual researchawcdcurrent work
relates to it.
» Experimental design
— Identify the population from which the experimental sukgeand objects are
drawn.

— Define the process by which the subjects and objects ardeelkeed assigned
to treatments.

— Restrict yourself to simple study designs or, at least, assthat are fully
analysed in the literature.

— Define the experimental unit.

— For formal experiments, perform a pre-experiment or ptettation to iden-
tify or estimate the minimum required sample size.

— Use appropriate levels of blinding.

— Make explicit any vested interests, and report what has deea to minimise
bias.

— Avoid the use of controls unless you are sure that the cosiitdtion can be
unambiguously defined.

— Fully define all interventions.

— Justify the choice of outcome measures in terms of theivaelee to the ob-
jectives of the empirical study.

» Conducting the experiment and data collection

— Define all software measures fully, including the entityribtite, unit, and
counting rules.
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— For subjective measures, present a measure of inter-gegraent.

— Describe any quality control method used to ensure comp#steand accu-
racy of data collection.

— For surveys, monitor and report the response rate, ands$isha representa-
tiveness of the responses and the impact of non-response.

— For observational studies and experiments, record datat aubjects who
drop out from the studies. Also record other performancesmes that may
be adversely affected by the treatment, even if they areheotrain focus of
the study.

* Analysis

— Specify all the procedures used to control multiple testing

— Consider using blind analysis.

— Perform sensitivity analysis.

— Ensure that the data do not violate the assumptions of tkeused on them.

— Apply appropriate quality control procedures to verify yoesults.
* Presentation of results

— Describe or cite a reference for all statistical procedusesl.
— Report the statistical package used.

— Present quantitative results showing the magnitude otesffand the confi-
dence limits.

— Present the raw data whenever possible. Otherwise, confiamtihey are
available for confidential review.

— Provide appropriate descriptive statistics and graphics.
* Interpretation of results

— Define the population to which inferential statistics aneldictive models ap-
ply.

— Define the type of study taken into account.

— Differentiate between statistical significance and pcatimportance.

— Specify any limitations of the study.
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4.4 Measurement

In order to evaluate and compare software qualitatively quantitatively, it must be
described through software measurements. In fact, Fea@91] stated that assessment
is one of the two broad purposes of software measuremengtiiee one is predicting.
In this section, we will summarise the most relevant detingiused in measurement, the
different classifications proposed, and the different roéthogies used for measurement.

4.4.1 Definitions

Fenton [1991] defined both measure and measurement as $ollow

* A measure is an empirical objective assignment of a numbeayabol) to an entity
to characterise a specific attribute.

» Measurement is the process by which numbers or symbols agnadso attributes
of entities in the real world in such a way as to describe thenoating to clearly
defined rules.

The concept of metric is highly related to the terms defineavab Fenton set out
that the term metric has been used in distinct ways in then&oé Engineering litera-
ture, although every proposed definition could be accommeadaithin the framework
of scientific measurement. Fenton and Neil [2000] propokeddllowing definition:

Software metrics is a collective term used to describe the wete range of
activities concerned with measurement in Software Engingefiihese activ-
ities range from producing numbers that characterise props of software
code (these are the classic software ‘metrics’) through taet®that help
predict software resource requirements and software quality

4.4.2 Classification of software measures

Fenton [1991] proposed two classifications of software mess one regarding the enti-
ties and attributes of interest involved in the measure aamadher regarding the scope of
the measure.

He distinguished three classes of entities whose attsledgald be measured:

» ProcessesThey are any software related activities.

* Products. They are any artefacts, deliverables or documents whietoatput of
the processes.
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» Resources They are items that are inputs to processes.
Processes, products, and resources have internal andabddributes:

* Internal attributes of a product, process, or resource are those that can be mea-
sured purely in terms of the product, process, or resoused.it

» External attributes of a product, process, or resource are those that can only be
measured with respect to how the product, process, or resoelates to its envi-
ronment.

Kitchenham and colleagues [1995] also differentiated betwdirect and indirect
measures, defining them as follows:

» Direct measure It is the measured value of an entity’s attribute obtairedugh
a measurement instrument.

* Indirect measure. It is the measure obtained from other measures when agplyin
eqguations to them. These equations are also consideredas aff measurement
instrument.

4.4.3 Scales of software measures

Measurement scales are derived from the rules we use fagmasgivalues to attributes.
Thus, different rules lead to different scales. Fenton [1@®ssified measurement scales
according to the transformations that can be made to a sdleuwchanging its structure.
Park and colleagues [1996] gave the following definitionshi® scales categorised by
Fenton:

* Nominal scale A nominal scale provides a name or label as the value for-an at
tribute. The order of values on the scale has no significance.

» Ordinal scale: An ordinal scale permits that measured results are placasdend-
ing (or descending) order. However, distances betweenidmsaon the scale have
no meaning.

* Interval scale: An interval scale adds the concept of distance betweeresalu

» Ratio scale A ratio scale adds an origin (a meaningful, non arbitrampz&lue).
With a true origin, division and multiplication become mawayiul, and all the math-
ematical operations we customarily use for real numbertegreémate.

» Absolute scale Absolute scales are special cases of ratio scales in whehbrily
admissible multiplier is 1.
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4.4.4 Measurement methods

Grady and Caswell [1987] described the implementation off@vaoe metrics program
in Hewlett-Packard. They proposed the following steps ateoto define and implement
metrics in an organisation:

68

To define company/project objectives for the program The objectives you de-
fine will frame the methods you use, the costs you are willomoptur, the urgency
of the program, and the level of support you have from youragars.

To assign responsibilities The organisational location of responsibilities for soft
ware metrics and the specific people you recruit to implergent objectives is a
signal to the rest of the organisation that indicates theomamce of the software
metrics program.

To do research Examining data external to the organisation in order toidgss
for conducting experiments and set expectations for thdtses

To define initial metrics to collect You can start with a simple set.

To sell the initial collection of these metrics The success of a metrics program
depends on the accuracy of the data collected, and thisaxcrelies on the com-
mitment of the personnel involved and the time required tecbthem.

To get tools for automatic data collection and analysisSuch type of tools help
to simplify the task of collection, reduce the time expemdit ensure accuracy and
consistency, and reduce psychological barriers to cadliect

To establish a training class in software metrics Training classes help ensure that
the objectives for data collection are framed in the contéxhe company/project
objectives. Training is also necessary to achieve the préesl usage of metrics.

To publicise success stories and to encourage exchange ofdad Publicity of
success stories provides feedback to the people takingumegasnts that their work
is valuable. It also helps to spread these successes topatiieiof the organisation.

To create a metrics databaseA database for collected measurements is necessary
to evaluate overall organisational trends and effectigenk also provides valuable
feedback concerning whether the metric definitions you ameguare adequate.

To establish a mechanism for changing the standard in an ordé/ way. As
the organisation understands its development processrb#te process and the
metrics you collect will evolve and mature. There must be ahmaism in place
that basically repeats the previous steps.
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Grady and Caswell also stated that a software metrics progrash not have a strat-
egy into itself. Collecting software metrics must not be arated goal, but a part of an
overall strategy for improvement.

Goodman [1993] set up a framework for developing and imptging software met-
rics programmes within organisations. Goodman defined argemodel, in order to be
tailored to each specific environment. The stages propasdtd model are the follow-

ing:

* Initialisation stage. It is caused by some trigger, and it will be driven by an aiti
tor. It is the time when the initial scope of the program is okei.

» Requirements definition This stage is all about finding out what the various parts
of the organisation want from a software metrics programthavolves require-
ments gathering and specification.

» Component design This stage encompasses both the choice of specific metrics
together with the design of the infrastructure that will gag the use of those met-
rics.

» Component build. This phase involves building the components of the sofwar
metrics program regarding the requirements and desigringlokan the previous
stages.

* Implementation. This phase involves implementing the components that them
measurement initiative into the organisation.

4.5 Ontology technology evaluation

Ontology technology has improved enormously since thetioreaf the first environ-
ments in the mid-1990s. In general, ontology technologyrzadeen the object of soft-
ware evaluation studies but, as the use of this technologgadp, in the last few years
many studies involving ontology tools evaluation have baeveloped.

In this section, we will present a general framework for érdgy technology evalua-
tion as well as the different evaluation studies performed.

4.5.1 General framework for ontology tool evaluation
The OntoWeb deliverable 1.3 [OntoWeb, 2002] presented argéframework for com-
paring ontology related technology. This framework idieedi the following types of

tools: ontology building tools, ontology merge and inteégnatools, ontology evaluation
tools, ontology based annotation tools, and ontology geand querying tools. For each
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type of tool, the framework provided a set of criteria for quaring tools in each group
as well as how different tools in each group satisfied theiserie. Table 4.2 shows the
criteria used in the evaluation of each type of tool.

Table 4.2: Ontology tool evaluation criteria [OntoWeb, 2D0

Tools

Criteria

Ontology building tools

General description

Software architecture and tool evolution
Interoperability with other tools and language|
Knowledge representation expressivity
Inference services attached to the tool
Usability

w

Ontology merge and integration tool

s General description

Software architecture and tool evolution
Information used during the merge process
Interoperability

Work mode

Management of different versions of ontologié
Components that the tool merge
Suggestions provided by the tool

Conflicts detected by the tool

Support of some methodology and technique
Help system

Edition & visualisation

Experience using the tool

S

Ontology evaluation tools

Interoperability

Turn around ability
Performance

Memory allocation
Scalability

Integration into frameworks
Connectors and interfaces

Ontology-based annotation tools

General description

Documentation

Tutorial material

Available modes of working

Automation

Interoperability

Ontology related points

Kind of documents that can be annotated
Usability

Ontology storage and querying tools

Query language
Implementation language
Storage database
Inference support
Update support

API support

Export data format
Scalability

Performance

4.5.2 Evaluation of ontology building tools

Most of the existing literature on evaluation of ontologpltodeals with the evaluation
of ontology building tool [Angele and Sure, 2002, Setal., 2003, Surest al,, 2004].
While some authors have proposed a general evaluation frarkgeather authors have
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focused on specific criteria regarding these tools. In thigign, we will compile the
work related to the evaluation of ontology building tools.

Duineveld and colleagues [1999] proposed a framework fatuating different on-
tology building tools (Ontolingua WebOntd, ProegeWin?, Ontosaurus and ODE).
The tools were evaluated on three dimensions: a generahdiore which refers to the
aspects of the tools that can also be found in other typesagframs; the ontology di-
mension, which refers to ontology-related issues foundéntbols; and the cooperation
dimension, which refers to the tool’s support for consingein ontology by several peo-
ple at different locations.

Stojanovic and Motik [2002] dealt with the ontology evoabrtirequirements that the
tools provided. They evaluated three ontology editorsE@il OntoEdit, and Progge-
200¢%) and the criteria used were the number of ontology evolutgmuirements that a
platform fulfilled.

Sofia Pinto and colleagues [2002] evaluated the supporiged\by Proége-2000 in
ontology reuse processes. The criteria they considered terusability of the tool and
the time and effort for developing an ontology by reusingthabinstead of building it
from scratch.

The participants in the First International Workshop onl&ation of Ontology-based
Tools (EON2002) [Angele and Sure, 2002] performed an erpamt that consisted of
modelling a tourism domain ontology in different tools (KA& Loom!°, OilEd, On-
toEdit, OpenKnoME!, Proege-2000, SemTal, Terminaé®, and WebODE") and ex-
porting them to a common exchange language (RDF(S)). Therieriised in the evalu-
ation were: expressiveness of the model attached to theusability, reasoning mecha-
nisms, and scalability.

Another general evaluation framework for ontology buifglitmols was proposed by
Lambrix and colleagues [2003]. They evaluated Chim&e@AG-Edit'%, OilEd, and
Pro&ge-2000 regarding several general criteria (availabifiiyctionality, multiple in-

Ihttp://www.ksl.stanford.edu/software/ontolingua/
2http://kmi.open.ac.uk/projects/webonto/
Shttp://protege.stanford.edu/
“http://www.isi.edu/isd/ontosaurus.html
Shttp://delicias.dia.fi.upm.es/webODE/
Shttp://oiled.man.ac.uk/
"http://www.ontoprise.de/products/ontoesdit
8http://protege.stanford.edu/
%http://kaon.semanticweb.org/
Onhttp://www.isi.edu/isd/LOOM/
Uhttp://lwww.topthing.com/openknome.html
Phttp://lwww.semtalk.com/
Bhttp://www-lipn.univ-paris13.fr/%7Eszulman/TERMINA&EmI
Yhttp://delicias.dia.fi.upm.es/webODE/
http://www.ksl.stanford.edu/software/chimaera/
8http://godatabase.org/dev/
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stance, data model, reasoning, sample ontologies, reoswats, visualisation, help,
shortcuts, stability, customisation, extendibility, amdltiple users) and user interface
criteria (relevance, efficiency, attitude, and learnapili

In the Second International Workshop on Evaluation of Gogptbased Tools (EON-
2003) (see [Corchet al,, 2003, Isaaet al., 2003, Calvo and Gennari, 2003, Fillies, 2003]
and [Knublauch, 2003]), the experiment proposed was talatalthe interoperability of
different ontology building tools. This was performed bypexing and importing to an
intermediate language and assessing the amount of knosvledgduring these trans-
formations. The tools evaluated were: DOEDIIEd, SemTalk, Prége-2000, and We-
bODE; and the intermediate languages used: DAML+OIL, RDFR(SYL, and UML.

Gbmez-Rerez and Sarez-Figueroa [2004] analyzed the behavior of severallogyo
building tools (OilEd, OntoEdit, Préte-2000, and WebODE) according to their ability to
detect taxonomic anomalies (inconsistencies and redeiegmwhen building, importing,
and exporting ontologies.

Corcho and colleagues [2004] evaluated WebODE's performaralysing the tem-
poral efficiency and the stability of the methods providediteyontology management
API.

Table 4.3 summarises the criteria used by the mentioned@uthhen evaluating
ontology building tools.

4.5.3 Evaluation of ontology-based annotation tools
by DIANA MAYNARD

The benchmarking of ontology-based annotation tools needemprise some met-
rics for evaluating the quality of the output. Such metriasshprovide a simple mecha-
nism for comparing different systems and different versiohthe same system in a con-
sistent and repeatable way. Evaluation of semi-automatautomatic annotation tools
can be performed by measuring the correctness of the sermatadata they produce,
with respect to a manually annotated set of data (documant$)an ontology, i.e. by
evaluating the quality of the information extraction.

Currently there is no standard for ontology-based inforomatxtraction, because
it is a relatively new area of research, although there averatwell-established met-
rics for the evaluation of traditional information extriact systems. The most common
metrics are those defined by MUC [ARPA, 1993] (Precision/Réeaheasure) and ACE
[ACE, 2004] (cost-based measure based on error rate). This mé®ntology-based in-
formation extraction metrics are rather different, howebecause traditional methods
are binary rather than scalar. This means that these me#tssdss an answer as correct
or incorrect (occasionally allowing for partial correcssenhich is generally allocated a
"half-score”). Ontology-based systems should, howeverg\waluated in a scalar way, in

Yhttp://opales.ina.fr/public/
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Table 4.3: Ontology building tool evaluation criteria

Authors Tools Criteria
Duineveld et al., 1999 Ontolingua General properties that can also be found in other typesogfirpms
WebOnto Ontology properties found in tools
ProegeWin Cooperation properties when constructing an ontology
Ontosaurus
ODE
Stojanovic and Motik, 2002| OilEd Ontology evolution requirements fulfilled by the tool
OntoEdit
Pro&ge-2000
Sofia Pinto et al., 2002 Pro€ge-2000 | Support provided in ontology reuse processes
Time and effort for developing an ontology
Usability
EON 2002 KAON Expressiveness of the knowledge model attached to the tool
Loom Usability
OilEd Reasoning mechanisms
OntoEdit Scalability
OpenKnoME
Proege-2000
SemTalk
Terminae
WebODE
Lambrix et al., 2003 Chimaera General criteria (availability, functionality, multiplestance, data
DAG-Edit model, reasoning, sample ontologies, reuse, formats, véstialn,
OilEd help, shortcuts, stability, customisation, extendibijlitwltiple users)
Proege-2000 | User interface criteria (relevance, efficiency, attitudarnability)
EON 2003 DOE Interoperability
OilEd Amount of knowledge lost during exports and imports
Proege-2000
SemTalk
WebODE
Gomez-Ferez and OilEd Ability to detect taxonomic anomalies
Suarez-Figueroa, 2003 OntoEdit
Proege-2000
WebODE
Corcho et al., 2004 WebODE Temporal efficiency
Stability

order to allow for different degrees of correctness. Fongxa, a scalar method allows
the score to be based on the position of the response in tbeogptand its closeness to
the correct position in the ontology.

When preparing corpus and metrics for ontology-based irdtion extraction, the
following activities are essential:

» To have well defined annotation guidelines, so that the tation of the gold stan-
dard text is consistent.

» To carry out an analysis of the corpora with respect to teidutions of the differ-
enttags, an analysis of the complexity of the domain for Ehakk, and a statistical
profile of the tasks (i.e., how difficult the task is for the élase system).

» To ensure that at least some portion of the corpus, if naifal) is double-annotated
or better still triple-annotated, and that there is a meigmaror conflict resolution
where annotators do not agree.
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» To measure inter-annotator agreement and to publish sbisystems can know
when they have reached the ceiling (if people cannot acHi®@86 correctness,
then it is unlikely that systems ever can).

» To provide a pre-defined split of the corpus into training &sting data, allowing
for measuring the statistical significance of the results.

When defining the metric itself, the following criteria wergggested by King [2003].
The metrics should:

» Reach their highest value for perfect quality.

» Reach their lowest value for worst possible quality.
* Be monotonic.

* Be clear and intuitive.

 Correlate well with human judgement.

» Be reliable and exhibit as little variance as possible.
» Be cheap to set up and to apply.

* Be automatic.

4.5.4 Evaluation of other ontology tools

In this section we summarise the evaluation studies peddror other type of ontology-
based tools.

Giboin and colleagues’ study [2002] proposed a scenarsedbavaluation of ontology-
based tools, and applied it to the CoMMA platform in order taleate its usability and
utility.

Sure and losif [2002] evaluated two ontology-based seavols t((QuizRDF® and
Spectacl®) in order to compare them with a free text search tool (En&fSEHer). The
criteria used were the information finding time and the nunmddeuser mistakes made
during a search.

Noy and Musen [2002] and Lambrix and Edberg [2003] focusedrdalogy merging
tools. Noy and Musen evaluated PROMPTegarding the precision and recall of its sug-
gestions when merging, and the differences between th# megologies. Lambrix and

Bnittp://i97.labs.bt.com/quizrdf-bin/rdfsearch/pmil@2
¥http://spectacle.aidministrator.nl/spectacle/intexl
2Onttp://protege.stanford.edu/plugins/prompt/promntptlh
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Edberg evaluated PROMPT and Chim&éragarding some general criteria (availability
and stability), merging criteria (functionality, assista, precision and recall of sugges-
tions and time to merge), and user interface criteria (ezlee, efficiency, attitude and
learnability).

Guo and colleagues’ evaluation study [Getal., 2003] concerned the evaluation of
DLDB??, a DAML+OIL ontology repository. The criteria used in thea@yation were the
repository load time when storing the test data, the repsgize, the query response
time and the completeness of the repository regarding tbaegi

Gomez-Rrez and Sarez-Figueroa [2003] analyzed the behavior of several RDF(S
and DAML+OIL parsers (Validating RDF Parg&r RDF Validation Servic&, DAML
Validator®, and DAML+OIL Ontology Checkef) according to their ability to detect
taxonomic anomalies (inconsistencies and redundancies).

Finally, Euzenat [2003] proposed the evaluation of ontplatignment methods re-
garding the distance between provided output and expeetedt and other measures of
the amount of resource consumed (time, memory, user infau), e

Table 4.4 summarises the criteria followed by the differ@mhors when evaluating
ontology tools.

Table 4.4: Other ontology tool evaluation criteria

Author Type of tool Criteria

Giboin et al., 2002 Ontology-based tools Usability
(CoMMA) Utility

Sure and losif, 2002 Ontology-based search tools Information finding time Mistakes during a search
(QuizRDF and Spectacle) Mistakes during a search

Noy and Musen, 2002 Ontology merging tools Precision and recall of the tools suggestions
(Prompt) Difference between result ontologies

Lambrix and Edberg, 2003 Ontology merging tools General criteria (availability, stability)
(Prompt and Chimaera) Merging criteria (functionality, assistance, precision

and recall of suggestions, time to merge)
User interface criteria (relevance, efficiency, attituge
and learnability)

Guo et al., 2003 Ontology repositories Load time

(DLDB) Repository size

Query response time

Completeness

Gomez-Rrez and RDF(S) and DAML+OIL parsers Ability to detect taxonomic anomalies
Suarez-Figueroa, 2004 (Validating RDF parser, RDF
Validation Service, DAML Validator,
DAML+OIL Ontology Checker)
Euzenat, 2003 Ontology alignment methods Distance between alignments
Amount of resources consumed (time, memory, user
input, etc.)

2Ihttp:/iwvww.ksl.stanford.edu/software/chimaera/
22nttp:/lwww.cse.lehigh.edu/ heflin/research/download/
23nttp://139.91.183.30:9090/RDF/VRP/
2nttp:/;www.w3.0rg/RDF/Validator/
ZShttp://www.daml.org/validator/
26nttp://potato.cs.man.ac.uk/oil/Checker
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4.5.5 Workload generation for ontology tools

Other task concerning the evaluation of ontology toolssledth workload generation for
ontology tools, in order to produce input data for experitaen

Magkanaraki and colleagues [2002] performed a structuralyais with quantitative
criteria of RDF/S schemas that represented ontologies franows applications. The
main conclusions they obtained after the analysis were:

» Most of the RDF schemas define few classes and properties.

* Schema implementation is property-centric or classreerepending on whether
the designer decides to model concepts as classes or ast@epe

* In general, schemas are shallow and they tend to be dewklopereadth rather
than in depth.

» Multiple inheritance for classes, although not widely disis more frequent than
multiple inheritance for properties.

» Multiple classification of resources is rarely used.

» There is a tight correlation of the notion of semantic ddptkhe variety of mod-
elling constructs used by the designers.

The work of Tempich and Volz [2003] also belongs to this gro@iptudies; they anal-
ysed the ontologies in the DAML ontology libr&fto classify them and derive parame-
ters that can be used for the generation of synthetic onesogdhey classified ontologies
in three clusters:

» Ontologies of taxonomic or terminological nature This is the largest cluster.
Ontologies in this cluster contain few properties and adangmber of classes.

 Description logic-style ontologies Ontologies in this cluster are characterised by
a high number of axioms per class and a low number of primilasses. These
ontologies also contain a very high number of restriction$@roperties (especially
datatype properties), but they scarcely have individuals.

» Database schema-like ontologied his cluster is more heterogeneous. The ontolo-
gies are medium size, containing on average 65 class eipmessd 25 properties.

Regarding the implementation of workload generators, tiserjgion of OntoGen-
erator® appeared in the OntoWeb deliverable 1.3 [OntoWeb, 2008;ishan OntoEdit

2Thttp:/iwww.daml.org/ontologies/
28nttp://www.ontoprise.de/products/ontoegitigins.en
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plugin that creates synthetic ontologies for performamstst of ontology based tools.
Guo and colleagues [2003] presented UBAUniv-Bench Artificial data generator), a
tool that systematically generates DAML+OIL instanceseolasn a realistic ontology.
Finally, Corcho and colleagues [2004] generated the wodkloatheir experiments from
the definition of the different tests executed in the evatmabf the WebODE ontology
management API.

45.6 RDF and OWL test suites

The RDF and OWL test suite [Grant and Beckett, 2004, Carroll and Ra@4] were cre-
ated by the W3C RDF Core Working Group and the W3C Web Ontology WWgi&roup,
respectively. These tests check the correct usage of the tteet implement RDF and
OWL knowledge bases and illustrate the resolution of difierssues considered by the
Working Groups.

These test suites are intended to provide examples for, lanéflaation of, the nor-
mative definition of the languages, and also to be suitablei$e by developers in test
harnesses, possibly as part of a test driven developmecesso

4.5.7 Description Logics systems comparison

The 1998 International Workshop on Description Logics @8) hosted a Description
Logics (DL) systems comparison session [Horrocks and f&ateheider, 1998]. This
comparison was performed by executing a range of test prabtbat could be used to
measure a DL system’s performance. The benchmark suitestesh®f four types of

tests:

» Concept satisfiability tests These tests measure the performance of the DL system
when computing the coherence (satisfiability) of large emhexpressions without
reference to a TBox.

« Artificial TBox classification tests. These tests measure the performance of the
DL system when classifying an artificially generated TBox.

» Realistic TBox classification tests These tests measure the performance of the
DL system when classifying a realistic TBox.

» Synthetic ABox tests These tests measure the performance of the DL system’s
ABox when realising a synthetic ABox (inferring the most sfieaoncept in the
TBox which each individual instantiates).

2nttp://www.lehigh.edu/” yug2/Research/SemanticWetBMILUBM.htm
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Based on the DL'98 tests, Haarslev an@lMr [1999b] generated a set of nine new
ABox test problem sets for evaluating different optimisatstrategies for ABox reason-

ing.
In the 1999 International Workshop on Description Logict'@d), the DL systems

comparison was based on the different features of the sgsteatel-Schneider, 1999]:
logic implemented, availability, future plans, etc.

Regarding workload generation for evaluating Descriptiogits systems, Elhaik and
colleagues [1998] designed a method for randomly geneabxds and ABoxes accord-
ing to probability distributions. Concerning these proligbdistributions, Ycart and
Rousset [2000] defined a natural probability distributioBloxes associated to a given
TBox.

4.5.8 Modal Logics systems comparison

Heuerding and Schwendimann [1996] presented a set of bexrkHiormulae for proof
search in the propositional modal logiks KT, andS4. These formulae were divided
into nine classes of provable and nine classes of non prevabiulae for each logic.
They also presented the results of applying these formalaket Logics WorkbencH
(a system that provides inference mechanisms for diffdogi¢al formalisms including
basic modal logic).

The formulae developed by Heuerding and Schwendimann weeeused in the
Tableaux 98 conference [Balsiger and Heuerding, 1998], vlaecomparison of auto-
mated theorem provers for the propositional modal lobic¥ T, andS4 was performed.

Giunchiglia and Sebastiani [1996a, 1996b] presented anigeé for evaluating de-
cision procedures for propositional modal logics. Theyeleped a decision procedure
called KSAT and tested its propositional satisfiability in mods},,,). They compared
KSAT with TABLEAU (a decision procedure) andRZS3! (a system for modal logics).
The workload used for the evaluation consisted of randoralyegate @CINF . formu-
lae.

Hustadt and Schmidt [Hustadt and Schmidt, 1997, HustadSahdidt, 1999] con-
tinued the work of Giunchiglia and Sebastiani, modifying tandom formula generator
to get more difficult test samples. They evaluateshK KRZS, the Logics Workbench,
and TA (a translation approach where the formulae are @#atinto first order logic and
proved with the first-order theorem prover SPAJS

Later Giunchiglia and colleagues [1998, 2000] basing otir fheevious work and
Hustadt and Schmidt’s work, comparedAC, KSATLISP (C and Lisp implementations
of the KSAT decision procedure, resp.) SKTLISP(UNSORTED) (Lisp implementation

3Onttp://wvww.Iwb.unibe.ch/
3Ihttp://www.dfki.uni-sb.de/ tacos/kris.html
32http://spass.mpi-sb.mpg.de/
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without presorting input formulae), aikdRZS.

The Tableaux 99 conference [Massacci, 1999] included a aaosgn of theorem prov-
ers for modal systems. The compared were Fa(Patel-Schneider and Horrocks, 1999],
HAM-ALC [Haarslev and Mller, 1999a], and KtSeqC [Boyapati and Gore, 1999]. The
formulae used in the evaluation were grouped into four divis. a modal PSPACE divi-
sion, a multimodal PSPACE division, a global PSPACE divisaord a modal EXPTIME
division.

Giunchiglia and colleagues [Giunchigkd al., 1999, Giunchiglieet al., 2002] perfor-
med two theorem prover comparisons. Using the randomlyrgéeformulae developed
by Giunchiglia and Sebastiani, they compared *8%& platform for the development of
decision procedures for modal and description logicsp#C, DLP®, and TA. They also
compared *SAT, DP, and TA using the formulae developed by Heuerding and Sctiwven
mann.

Horrocks and Patel-Schneider modified the formula generatich was developed
by Giunchiglia and colleagues, to produce less uniform fda®. They compared P
with KSATC [Horrocks and Patel-Schneider, 1999b, Horrocks and fatfieheider, 2002]
and DLP with TA, KsAT, and FaCT [Horrocks and Patel-Schneider, 1999a].

Horrocks and colleagues [2000] proposed a new variant ofahdom formula gen-
erator of Giunchiglia and Sebastiani. The difference wité previous generator relies
on a different interpretation of one of the formula genemaparameters. They evaluated
*SAT with the random generated formulae.

Giunchiglia and Tacchella [2000] evaluated different eaoptimisation methods of
*SAT using the formulae from the Tableaux 99 conference.

4.5.9 Automated Theorem Proving systems evaluation

In 1993, Suttner and Sutcliffe [Suttner and Sutcliffe, 198utcliffe and Suttner, 1998]
compiled the TPT® library of problems for Automated Theorem Proving (ATP)tsyss.
This library has been widely used and has evolved througlyehes, and at the moment
of writing this text the TPTP library version is 2.6.0.

Since 1996, Automated Theorem Prover comparisons have fe#ormed at the
Conference on Automated Deduction (CADE). Pelletier andlfetf2001] summarised
the motivation, history and results of these CADE ATP Systemnmfstitions.

Sutcliffe and Suttner [2001] presented an overview of treueation criteria, the clas-
sification of test problems, and the methods used for evaty&TP systems and prob-
lems.

33nttp://www.cs.man.ac.uk/"horrocks/FaCT/
34nttp://www.mrg.dist.unige.it/“tac/StarSAT.html
3Shttp://wvww.bell-labs.com/user/pfps/dip/
36http://www.cs.miami.edu/ tptp/
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Fuchs and Sutcliffe [2002] described a method for measutieghomogeneity of
ATP problems with respect to the performance of ATP systemhose problems. This
method can also be used to identify homogeneous subsetebbimoblems.

Colton and Sutcliffe [2002, 2002] presented HR, a programpbkédbrms automated
theory formation in mathematical domains, and showed h@outd be used to generate
problems for ATP Systems.
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Chapter 5

Conclusion

A lot of techniques around scalability are investigatedhis tdeliverable. In general
we believe that approximation and modularisation/distidn techniques are the best to
achieve scalability for the Semantic Web.

Approximation techniques can be classified if they changertference technique or
if they transform the knowledge base. A more fine-grainedsifecation can be applied
to the modularisation/distibution where the techniqueslmaseparated into modularisa-
tion (for decomposing a knowledge-/database), integrairchere during compile-time
different sources are combined) and coordination (for casiy several sources during
run-time). Most prominent and representative techniqueseviewed.

The survey leads to three interesting points: first to the blesur knowledge there
exists no techniques for approximating or modularising &#im Web techniques or for
distributed inferences but there exist some more generhiques. For those few cases
where some techniques can be identified (e.g. distributedrigiion logics, instance
store) they can be viewed to be at their starting point. Séctive general approaches
seem to be applicable for the Semantic Web but need to be egdrand adapted to the
special needs for the Semantic Web. Third, a interestiragiogiship between this work-
ing package and the heterogeneity working package waswigadwhich will be tracked
and deepened in future.

Especially the second point above needs an expressive ahsticebenchmarking
for assessing scalability methods. In general the Sema&vic field lacks of bench-
marking. For this purpose, we have presented an broadevieweof the main research
areas involved in benchmarking. Furthermore our reviewheféxisting benchmarking
techniques may also serve as a foundation for the benchravkias in other working
packages. We have started with the analysis of benchmarkxpgrimental studies and
measurement in Software Engineering, and then we have niotethe Semantic Web
field.

Again the survey on benchmarking allows us to conclude thiihough there is
no common benchmarking methodology, all the works preskeinte¢his section, either
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benchmarking, experimentation, or measurement ones naiteecone hand very similar,
and on the other hand highly general so as to be easily useadyibhenchmark study
for the ontology and the Semantic Web field. As benchmarkieaments (people, goals,
scope, resources, etc.) differ across benchmarking stuttie methodologies proposed
should be instantiated for each study.

We have also presented the state of the art of ontology témtmevaluation. The
main conclusions that can be extracted from the studiegpted in this chapter are the
following:

» Evaluation studies concerning ontology tools have bearcscsince these tools ap-
peared. Nevertheless, in the last few years the effort devotevaluating ontology
technology has significantly grown.

» Most of the evaluation studies concerning ontology toots @erformed through
case studies or surveys of qualitative nature. Only two efitiGuoet al., 2003,
Corchoet al, 2004] involved performing formal experiments that deahvguanti-
tative data.

* In the logics field, where the need for technology evaluati@s been broadly
adopted, numerous evaluation studies have been performmayh the years.
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Related deliverables

A number of Knowledge web deliverable are clearly relatethi® one:

Project| Number| Title and relationship

KW | D2.2.1 | Specification of a common framework for characterising
alignment proposes a framework for defining what alignment are.
This definition may influence the description of the modula-r¢
tionships.
KW | D2.2.3 | For the modularity the alignments analysedState of the art
on current alignment techniquesare interesting for the relation
ships between different modules/ontologies because ofdb#-
ity to reconcile heterogeneity problems.
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