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Executive Summary 
 
A classification of methods and tools for the evaluation of ontologies for industrial 
practice is provided. It concerns methods and tools to: 

- select existing ontologies (possibly from libraries) 
- measure the correspondence between textual sources and the corresponding 

ontology 
- evaluate the impact of an ontology on an information retrieval application 
- check and improve the quality and consistency of ontologies 
- monitor an ontology in use 

 
The methods and tools intervene at different stages in the industrial life cycle of a 
software product. For each method and tool, its scientific basis and design purposes as 
well as its relevance and usefulness for industry are presented. 
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1 Introduction 
In this deliverable, the evaluation of ontology content and its suitability for adoption by 
industry should be analysed. No industrial method currently exists for helping an ontology 
engineer to evaluate and select ontologies that best matches his/her needs. Even in academia, 
few methods have been proposed, which allows to qualify the topic of this deliverable as 
“emergent” and “cutting-edge”. Several methods and supporting tools, as identified by the 
KnowledgeWeb partners active on this task, have been classified and included in this 
deliverable. For many of them, a use case demonstrates the usability of the evaluation method 
and its relevance for industrial applications. 

1.1 The KnowledgeWeb WP2 Joint Research Activities 
The main goal of the Knowledge Web Network of Excellence is the transfer of ontology-
based technologies and methodologies (often originating from Semantic Web projects) from 
academic institutions to strategic industries and vice versa. Through business cases, use cases, 
and research projects, emerging problems, potential solutions and innovative perspectives 
should be discussed for the utility of both researchers and practitioners. In particular: 
 

• Theoretical studies on formal ontologies are committed to provide sound bases for 
industrial applications and to allow formal representation of corporate knowledge; 

 
• Business experiences on case studies single out concrete problems and possible 

solutions; 
 

• Experience analyses should provide useful insights on social and strategic aspects that 
might be relevant in the creation and deployment of formal ontologies as well as 
useful criteria or methods to evaluate ontologies and their effectiveness in 
applications. 

 
Before making recommendations to industry about how to incorporate semantic web 
technology into their IT systems, content evaluation and ontology-based tools and tool suites 
are needed taking into account the industrial needs profiles identified from the use cases and 
industrial scenarios. Significant efforts are required, falling into the following categories: 
utility of tools, interoperability of tools and services, content evaluation and usability. 
 

1.2 The WP2 task T1.2.3  
As an immediate goal, the Work Package 1.2 of the Knowledge Web project foresees the task 
named "Ontology content evaluation and usability, which includes the content evaluation and 
suitability of ontologies with the content needed in the industrial use cases" [81]. That task is 
aimed at evaluating content and usability of ontologies before using them in IT systems. 
 
If we understand evaluation as an activity that includes setting up tests and studying the 
resulting outcomes, several scenarios are possible. The most important ones are addressed in 
the subsequent sections of this deliverable. A first important distinction to be made is between 
what is traditionally called “glass box” or “component” vs. “black box” or “task-based” 
testing.  
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In the latter type of evaluation procedure, an ontology typically is tightly integrated in an 
application – e.g. an information extraction application or a search engine – of which the 
overall performance is measured (and compared with previous evaluation data). Black box 
testing will be executed through the same interface that the end user uses, and will only be 
covered on an exemplary base by this deliverable as the evaluation criteria are mainly 
application(-type) specific. For instance from this kind of analysis it could happen that a 
complete, correct, accurate and precise ontology is avoided in favour of a system of categories 
or a simple taxonomy. Workers, very stressed by their daily activities, might prefer to use a 
very simple conceptualization system rather than complete and general knowledge 
representation systems. They might consider a complete and correct ontology as oppressive or 
irrelevant [85]. Summarizing, an ontology is always the result of a sense-making process (the 
conceptual modelling), and represents the point of view (the knowledge representation) of 
those who took part in that process [1][18]. Therefore ontology evaluation methods and tests 
should be developed and adopted to analyze the effectiveness of ontologies and ontology 
based tools in real practices, during their daily use within companies.  
 
For glass box testing, we retain three important evaluation stages, which are covered by this 
deliverable: (i) an ontology in its pre-modelling stage, (ii) an ontology in its modelling stage, 
and (iii) an ontology after its release. The latter type involves existing ontology libraries, 
while the former two types are related with existing ontology platforms. 
 

o Evaluating an ontology in its pre-modelling stage (type 1) is to be understood as 
evaluating the pre-processed material which a human ontology engineer has at his 
disposal for building the actual ontology. This material can be the result of re-
engineering a DB-schema, of scraping Web pages, and of mining text corpora. Before 
an ontology engineer uses the material collected, (s)he wants to evaluate its quality.  

 
o Evaluating an ontology in its modelling stage (type 2) happens when the ontology 

engineer, at regular intervals, decides to check the quality of the work done so far. If 
available, existing “equivalent” ontologies could be used as a reference point. These 
quality checks also involve consistency checks or other checks on logical errors or 
errors against the ontology language. Competency questions [84] can be used as a 
technique to evaluate the ontology content-wise (does the domain model represent the 
necessary concepts to cope with a type of question content-wise).  

 
o Evaluating an ontology after its release (type 3) is mainly done by people other than 

the ontology engineer(s) who released the ontology. This can involve comparing 
different but equivalent ontologies. One can also include monitoring activities of an 
“ontology in action”, i.e. the degree with which (zones of) concepts in an ontology are 
“used” can be an indication of how well the ontology represents the domain.  
But evaluation activities of this type are mainly meant to support a decision taking 
process in a selection procedure, and consist of matching characteristics of an 
ontology against a set of (qualitative) criteria. An important problem hereby is that, as 
ontologies are rarely evaluated, documentation is equally rarely available although a 
number of ontology libraries already exist (e.g., the DAML+OIL library). Even well-
known and large ontologies (e.g. Cyc ontologies [82], SENSUS [83]) suffer from the 
evaluation and documentation problem. 
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1.3 Relevance for industry 
The three evaluation stages we have specified above are highly relevant in the decision 
making policy of a (high tech) company. We shall discuss two of the most obvious ones: (i) 
the "make or buy" dilemma based on transaction costs and the (ii) "go or no go" decision. 
 

o The "make or buy" dilemma can manifest itself in various forms ranging from a 
strategic managerial company-wide technology innovation decision to an operational 
IT-system upgrade decision. The make or buy decision is traditionally based on 
transaction cost economics evaluation as a widely tested explanation for boundary 
choices (cf. [86][87][88]), but can be supported by recent theoretical work on 
competing knowledge-based and measurement cost explanations [89].  These theories 
take into consideration the strategic impacts of the market and hierarchies as 
institutions of governance, and analyze strategic factors (such as power, few numbers, 
innovation factor, etc.) in negotiation processes [90]. In any case, both allow a 
company to ponder thoroughly the pros and cons of buying or making tools or 
services, e.g. buying an available external ontology vs. training in-house developers to 
build the ontology themselves. Clearly, an evaluation of type 3 will intervene at some 
point in the decision process, as this kind of decision typically involves matching the 
ontology to be acquired with a checklist of predefined characteristics. 

 
o The "go or no go" decision can equally play on various levels of a company 

transgressing traditional department boundaries. For example, the decision to create an 
innovative ontology-based service can involve a high number of resources in a 
company (e.g., R&D and/or engineering divisions up to marketing to create in advance 
market awareness for the future service). Unlike the "make or buy" decision, which is 
mostly taken only once, a "go or no go" decision can be split into several lower level 
"gos or no gos". Depending on the level of technicality, evaluations of type 1 and type 
2 help to support this kind of local decision taking. For an depth discussion see ([91], 
[92]). 

 
 
Of course, situations can occur where all kinds of evaluation types can be mixed in a complex 
decision making process. For example, if the in-house engineers do not succeed in reaching a 
quality level for an ontology-based service in time, a "no go" decision can be taken and the 
"make or buy" dilemma resurfaces (or is transformed into an ultimate "no go" by the 
executive management board). These processes can be periodically repeated any time 
organizations and workers consider them important for their performances. In particular they 
can evaluate an ontology during its whole life cycle. In fact, during this time organizational 
behaviours can affect the concrete appropriation of technology, and use of personalized 
shared conceptualization (cf. [16][17]). Considering that there is no one correct way to model 
a domain, that different alternatives are always available, that the system of artefacts that 
workers use change in time, and that ontology based tools can be appropriated in different 
ways, ontologies can affect knowledge sharing and managing processes. Then periodical 
evaluation of ontology and “make or buy” or “go or no go” decisions should be taken.  

1.4 Relation to other Workpackages 
As defined in the Annex 1 the Deliverable and its corresponding Task 1.2.3 is dependent to 
the task 1.1.3 referring to Typology of ontology-based processing tasks and high level 
components needed to fulfil the prototypical application requirements. Considering the fact 
that the Task 1.1.3 is delivered on Month 12, we didn’t explicitly use its content, but we 
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cooperate and shared knowledge with people continuously involved in that tasks. During the 
research activity we identified another related Work Packages: WP 1.3 of the Knowledge 
Web research track. In the WP 1.3 some relations refers to best practices guidelines. In 
particular, it analyzes organizational practices and procedures of ontology evaluation in terms 
of efficiency and effectiveness. 
 

1.5 Structure of Deliverable 
A distinction has been made between methods (section 2) and tools (section 3). The former 
have clearly identifiable theoretical principles, while the latter are more practical 
(implemented) engineering tools.  
 
The method section includes examples of each evaluaton type (see above), namely 

- Evaluating an ontology in its pre-modelling stage (type 1): sections 2.4, 
2.2.2.1, 2.2.2.2 and 2.2.2.3 

-  Evaluating an ontology in its modelling stage (type 2): sections 2.3 and 
2.2.2.4] 

-  Evaluating an ontology after its release (type 3): section 2.1 
 
The tools section contains examples of  

- Evaluating an ontology in its modelling stage (type 2): section 3.1  
- Evaluating an ontology after its release (type 3): section 3.2 

 
For each method and tool, its scientific basis and design purposes as well as its relevance and 
usefulness for industry are presented. A discussion (section 4) ends this deliverable. 

2 Methods for evaluating Ontologies 

2.1 OntoMetric 

2.1.1 Abstract 
The development of the Semantic Web has encouraged the creation of ontologies in a great 
variety of domains. Although most of the methodologies for building ontologies [71] propose 
a phase of ontology reuse, there are no works that indicate to the users how to choose 
ontologies for a new project, and there are no methodologies that quantify the suitability of 
these ontologies for a new system. Knowledge engineers are currently looking for ontologies 
in different web servers in order to incorporate such ontologies into their systems, and they 
choose the ontologies just using their experience and intuition. This makes it difficult for them 
to justify their choices. 

This election problem would be palliated if there existed a metric that quantified, for each of 
the candidate ontologies, how appropriate they are for a new system. To solve this deficiency, 
the OntoMetric method presents a set of processes that the user should carry out to obtain the 
measures of suitability of existing ontologies, regarding the requirements of a particular 
system. 

2.1.2 Method description 
a. Principles 
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The OntoMetric method ([73], [72]) helps knowledge engineers to choose the appropriate 
ontology for a new project; in order to do this, the engineer must compare the importance of 
the objectives, and study carefully the characteristics of ontologies. The method is based on a 
group of processes which help to choose the most appropriate ontologies to be reused in a 
particular project. This method supplies a measure about the suitability of a set of candidate 
ontologies to be incorporated in a new project. This method can be used to:  

1) select the most appropriate ontology among various alternatives or,  

2) decide the suitability of a particular ontology for the project.  

Further, the OntoMetric method is based in the Analythic Hierarchy Process (AHP) [75], a 
multicriteria decision method, adapting some processes for the reuse of ontologies. The basic 
decision criteria of the method, so-called dimensions, are the fundamental aspects to be 
considered by the user before choosing an ontology. The dimensions specify the following 
features: 

 The content represented in the ontology. 

 The language in which the ontology is implemented. 

 The methodology followed to develop the ontology. 

 The software environments used for building the ontology. 

 The costs of using the ontology in the system. 

Each of these dimensions contains a set of factors which are used to determine the suitability 
of the ontology regarding the needs of the project. And each factor has a set of characteristics 
that fixes its value. 

The final result of the method is a valuation of the suitability for each of the ontologies taken 
into account. This result helps the user to make a justified decision about which ontologies are 
the most appropriate for the application that the user is developing. 

OntoMetric gets for every candidate ontology a quantitative measure of its suitability using:  

 A multilevel framework of 160 characteristics that describe the ontology domain. This 
framework provides the outline to represent the information of existing ontologies, and 
to choose and to compare existing ontologies. 

The multilevel framework of characteristics can be represented like a hierarchical tree, 
and it has, in the superior level of the taxonomy, five basic aspects on the ontologies, 
the aforementioned dimensions. Thus, the engineers will be able to extend or to prune 
the criterion that they considers opportune, so that the new tree depends on the 
particularities of the project, the business and the organization that will reuse the 
ontology. This hierarchical tree is called multilevel tree of characteristics (MTC). It 
should be kept in mind that the framework is subject to the conceptual and 
technological novelties that will appear in the future in the ontology field. In this sense, 
the MTC constitutes a set of “living” criteria that should be actualized according to the 
produced changes. 

 The conceptual model of the Reference Ontology [74] and its instances.  

 An adaptation of the AHP. 

b. Steps /Process Model  

The OntoMetric method is an adaptation of the general steps of AHP to be used in the reuse 
of ontologies. The main steps in the OntoMetric method are the following: 
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STEP 1: specify the objectives of the project. The engineers should know the exact guidelines 
of their company and available resources in relation to the new business. They must decide on 
the importance of the terms of the ontology, the precision of the definitions, the suitability of 
relations between concepts, the reliability of the methodology used to build the ontology, etc. 

STEP 2: build the decision tree from the multilevel tree of characteristics (MTC), so that the 
objective, "select the most appropriate ontology for a new software project", is placed at the 
rood node; the dimensions (content, language, methodology, tool and costs) are placed at the 
first level; the factors of each dimension at the second level; and underneath these factors, the 
sub-trees of specific characteristics of the particular evaluation project. The general 
characteristics of all types of ontologies should be specialised according to: the particular 
ontology, the specific target project and the organization that will develop the project. 

STEP 3: for each set of brother nodes, make the pairwise comparison matrixes [75] with the 
criteria of the decision tree. These comparisons depend on the objectives and aims identified 
in step 1. The eigenvectors are calculated from these matrixes. These weights represent the 
relative importance between criteria.  

STEP 4: for each alternative ontology, assess its characteristics. These values will (always 
multiplying by the weights calculated in step 3) ascend up to the superior nodes of the tree, 
until the node root is calculated. For each one of these characteristics, the engineer should 
establish a scale of appropriate ratings. 

STEP 4.1: this method assigns linguistic values (non-numbers) to the alternatives 
because the human beings, in their daily activities, usually make this type of 
judgement. It is more intuitive than a numeric scale between zero and ten. In this 
process, it is important that the groups of the linguistic values are precisely defined. 

However it is not possible to perform calculations with linguistic values. One possible 
representation of these linguistic values is fuzzy intervals. By assigning linguistic 
values with fuzzy intervals, we are able to perform basic mathematical operations for 
intervals. 

STEP 4.2: with these established linguistic scales for each one of the criteria, the 
engineer will proceed to study each of the ontologies that have been considered as 
alternatives, and to value them using these scales. 

STEP 5: lastly, combine the vectors of weights obtained in step 3 with the values of the 
alternatives obtained in step 4. 

In large projects, which require a team of analysts, each person can provide their own values, 
and it will be necessary to reach an agreement. In this case, all the steps up to step 4.1 should 
reach a common consensus among the members of the evaluation team. Later, each analyst 
can value each one of the candidate ontologies in an individual way. Finally, the suitable 
ontology is chosen based on the results obtained. 

2.1.3 Usefulness / Relevance for practice 
In recent years, the development of ontology-based applications has increased considerably, 
mainly related to the Semantic Web. In spite of the great increase that the use of ontologies 
has acquired, nowadays knowledge engineers need to look for ontologies disperse in web 
servers in order to incorporate them into their systems. When they find several ontologies that 
can be adapted, they must examine their characteristics attentively and decide which are the 
best are for reuse. This selection procedure usually depends on the knowledge engineers´ 
experience and intuition. When the system is being developed with commercial and industrial 
goals, it is very difficult for the engineers to justify the selection they have made. 
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Feedback from expert users have used the method reveals that specifying the characteristics of 
a certain ontology is complicated and takes time, and its assessment is quite subjective; 
however, they state that, once the framework has been defined and if it is applied to one 
particular type of ontology, the OntoMetric method helps to justify decisions taken, to “clarify 
ideas”, and to weigh up the advantages and the risks involved in choosing one ontology from 
other options. 

Although the specialisation of the characteristics and the assessment of the criteria of a 
particular ontology require considerable effort, the OntoMetric method provides a useful 
schema to carry out complex multi-criteria decision making. This method helps the 
knowledge engineer to make a justified decision about which ontologies are the most 
appropriate for the application that the engineer is developing. 

2.1.4 Conclusion 
The OntoMetric method is an adaptation of the Analythic Hierarchy Process (AHP) to help 
knowledge engineers to choose the appropriate ontology for a new project. In order to do this, 
the engineer must compare the importance of the project objectives, and study carefully the 
characteristics of ontologies. This method helps to justify decisions taken, to “clarify ideas”, 
and to weigh up the advantages and the risks involved in choosing one ontology from other 
options. 

 

2.2 Natural Language Application metrics 

2.2.1  Abstract 
In this section, we describe methodologies for evaluating the content of ontologies with 
respect to natural language applications. Natural Language (NL) methods can be used for both 
ontology population and semantic metadata creation. The first involves populating an 
ontology of concepts with instances drawn from textual data; the second involves associating 
the text with the correct concepts in the ontology by means of associating mentions in the text 
with instances in that ontology. The two tasks often involve very similar methods, however in 
this deliverable we shall restrict ourselves to discussion of the former, since it is the content of 
the ontologies that we are interested in here. Ontology population (i.e. adding instances to the 
concepts in an ontology) is a useful task because it can be very time consuming to carry out 
manually, and because ontologies for use in industry are often required to be specific to a 
domain or application of particular interest. This means that each ontology, and its contents, 
must be tailored to the needs of the user. It is important to be able to evaluate how well the 
ontology has been populated. This could be done from several points of view: for example, 
some people might be interested only in whether all the instances in the ontology are correctly 
positioned, but not if some things are missing, whereas others might be more interested in 
having as much information in the ontology as possible, even if some of it is not correctly 
positioned.  
 
Natural language applications involving ontologies are a relatively new area of research, and 
while they are mainly derived from applications (and their respective evaluation methods) 
with a long history, methods for evaluation of such technologies are currently at the forefront 
of research and there are no well accepted standards as yet. We outline here some current 
proposals and examine to what extent existing methodologies can be reused in the context of 
ontology content evaluation. 
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2.2.2 Method description 
In this section we present some explanation of the metrics required to evaluate the ontology 
population task. The task involves taking an ontology of concepts and a set of texts, and 
populating the ontology with instances from the texts. The gold standard in this case is an 
ontology with all the instances added. Here a metric is needed to compare the overlap 
between the automatically populated ontology and the gold standard one.  The metric needs to 
measure how well the system has detected the presence of new instances in the text and added 
them to the ontology in the correct place (i.e. as instances of the right concept). Such a metric 
could be derived from one of the many algorithms for computing similarity between two 
ontologies (the automatically populated one and the gold standard one), for example the 
semantic comparison approach used by [15]. 
 
 

2.2.2.1 Precision and Recall Metrics 
The simplest method of evaluation of the ontology population task described in the previous 
section is based on precision and recall. These are typically used in IE evaluations such as 
MUC (Message Understanding Conferences) [43] and CONLL[46][47]. Because much of the 
research in Information Extraction (IE) in the last decade has been connected with these 
competitions, the MUC evaluation metrics of precision, recall and F-measure [45] have been 
the most widely used in this field, albeit with slight variations from time to time. These 
metrics have a very long-standing tradition in the field of Information Retrieval. 

Precision measures the number of correctly identified items as a percentage of the number of 
items identified. In other words, it measures how many of the items that the system identified 
were actually correct, regardless of whether it also failed to retrieve correct items. The higher 
the precision, the better the system is at ensuring that what has been identified is correct.  

Error rate is the inverse of precision, and measures the number of incorrectly identified items 
as a percentage of the items identified. It is sometimes used as an alternative to precision. 

Recall measures the number of correctly identified items as a percentage of the total number 
of correct items. In other words, it measures how many of the items that should have been 
identified actually were identified, regardless of how many spurious identifications were 
made. The higher the recall rate, the better the system is at not missing correct items.  

Clearly, there must be a tradeoff between precision and recall, for a system can easily be 
made to achieve 100% precision by identifying nothing (and so making no mistakes in what it 
identifies), or 100% recall by identifying everything (and so not missing anything). The F-
measure [56] is often used in conjunction with Precision and Recall, as a weighted average of 
the two. if the weight is set to 0.5, precision and recall are deemed equally important.  

The precision, recall and F-measure metrics are defined as follows:  

  

  

  



Page 16 of 49 

where is a value between 0 and 1 reflecting the weighting of P vs. R. If is set to 0.5, the 
two are weighted equally.  

  

where c is some constant independent from document richness, e.g. the number of tokens or 
sentences in the document.  

Note that we consider annotations to be partially correct if the entity type is correct and the 
spans are overlapping but not identical. Partially correct responses are normally allocated a 
half weight.  

False positives are also a useful metric when dealing with a wide variety of text types, 
because it is not dependent on relative document richness. By this we mean the relative 
number of entities of each type to be found in a set of documents. 

When comparing different systems on the same document set, relative document richness is 
unimportant, because it is equal for all systems. When comparing a single system’s 
performance on different documents, however, it is much more crucial, because if a particular 
document type has a significantly different number of any type of entity, the results for that 
entity type can become skewed. Compare the impact on precision of one error where the total 
number of correct entities = 1, and one error where the total = 100. Assuming the document 
length is the same, then the false positive score for each text, on the other hand, should be 
identical.  

2.2.2.2 Cost-Based Evaluation Metric  
Evaluation mechanisms in Information Extraction (IE) and related tasks such as ontology 
population can also be affected by the notion of relative document richness, i.e. the relative 
number of entities of each type to be found in a set of documents. For this reason, error rate 
(the number of wrongly identified answers divided by some fixed criteria such as document 
length) is sometimes preferred in the IE field, because, unlike precision, it is not dependent on 
relative document richness. 
 
Using error rate instead of precision and recall means, however, that the F-measure can no 
longer be used. An alternative method of getting a single bottom-line number to measure 
performance is the cost-based evaluation (CBE) metric. This is a favorite with the DARPA 
competitions, such as TDT [49], and is the method used in the ACE (Automatic Content 
Evaluation) competitions [42]. The model stems from the field of economics, where the 
standard model ``Time Saved Times Salary'' measures the use of the direct salary cost to an 
organisation as a measure of the value.  
 
One of the main advantages of this method is that it enables the evaluation to be adapted 
depending on the user's requirements, and so is particularly suitable for use in industry. A 
CBE model characterises the performance in terms of the cost of the errors (or the value of the 
correct things, depending on whether you see the glass as half-empty or half-full). For any 
application, the relevant cost model is applied, and expected prior target statistics are defined. 
 
For a cost-based error model, a cost would typically be associated with a miss and a false 
alarm (spurious answer), and with each category of result (e.g. recognising Person might be 
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more important then recognising Date correctly). Expected costs of error would typically be 
based on probability (using a test corpus). This makes the assumption that a suitable test 
corpus is available, which has the same rate of entity occurrence (or is similar in content) to 
the evaluation corpus. If necessary, the final score can be normalised to produce a figure 
between 0 and 1, where 1 is a perfect score. 
 
In the ACE evaluations, the systems are evaluated in terms of false alarms and misses, which 
are combined to form a (normalised) value. A value of 0 means the system achieved nothing; 
a negative value means the system did worse than not attempting the task at all; a score of 100 
means a perfect system.  
 
Further details and formulae for the ACE cost-based metrics used for entity detection and 
relation detection can be found at ftp://jaguar.ncsl.nist.gov/ace/doc/ACE-EvalPlan-2002-
v06.pdf, and an improved version at ftp://jaguar.ncsl.nist.gov/ace/doc/ace_evalplan-
2003.v1.pdf.  
 

2.2.2.3 Ontology fit – the tennis measure 
This method, proposed by [44], uses a vector-space model of instances (terms) in a corpus and 
an ontology to give a measure of the “fit” between the ontology and the corpus (domain of 
knowledge). The standard method of evaluating an ontology, by comparing it with a gold 
standard ontology (e.g. [50],[15]), suffers from the problem that when the ontologies differ, it 
is not clear whether this is because the generated ontology is wrong, simply different (but still 
correct), if the methodology is flawed, or if the corpus is inappropriate. For semantic web 
technologies, Brewster suggests that it is better to choose out of a set of x possible ontologies 
the most appropriate one for the domain and/or application.  
 
There are 2 possible approaches to comparing an ontology with a corpus. The first is to 
perform IE on the corpus and compare the overlap between the extracted instances and those 
in the populated ontology (as described in Section 2.7.5 above). The second is the tennis 
measure [55], which evaluates the extent to which items in the same cluster are closer 
together in the ontology than those in different clusters. The “tennis problem” was noted by  
[48] as a phenomenon occurring in WordNet where related words could occur in two 
completely different parts of the ontology with no apparent link between then, e.g. “ball boy” 
could occur as a descendant of “male child” and tennis ball as a descendant of “game 
equipment”, despite an obvious semantic relation. The idea behind the tennis measure is that 
it would deal with two ontologies with identical concept sets, but which have the concepts 
differently organised, i.e. at a different distance from each other. 

2.2.2.4 Lexical Comparison Level measure 
This measure, proposed by [15], is used to compare the contents of two ontologies without 
considering their conceptual structure, in a direct attempt to combat the problem of precision 
and recall and their restrictive binary nature. The measure is based on the edit distance of 
[51], a long established and well known method for comparing two strings by measuring the 
minimum number of insertions, deletions and substitutions needed to transform one string 
into the other. Maedche’s string matching measure compares two lexical entries using the edit 
distance, and returns a similarity score between 0 and 1. These scores are summarised for all 
the instances of a concept in the hierarchy, and averaged over the whole ontology, using an 
aymmetric measure which determines the extent to which the lexical level of the gold 
standard ontology is covered by the lexical level of the system generated ontology. It is useful 
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because it diminishes the importance of trivial factors such as hyphenation, capitalisation, 
alternative spellings etc. Maedche et al. claim that although this means that similar strings 
with no relation (e.g. power and tower) can give deceptive results (since they are accorded a 
falsely high similarity), in practice this happens rarely and can be largely ignored. 
Cimiano et al. extend this idea further by also considering lexical similarity as well as 
taxonomic similarity, in the same vein. This is measured by considering the recall of one 
lexicon compared to that of the gold standard. 

2.2.3 Usefulness / Relevance for practice  
In terms of suitable evaluation models for use in industry, all the methods described are 
potential candidates. To a certain extent, the choice of model depends on the resources 
available and the kind of evaluation required (as mentioned earlier in Section 2.2.1). In this 
section we discuss the relevance and usefulness of the models described. 
 
The precision/recall model is the most well known and widely used evaluation metric in the  
IE community, and is the easiest to use, understand and to develop tools for (for example the 
GATE Corpus Benchmark Tool [101]). For example, a Precision of 90% is intuitively easy to 
understand, but an ACE value of 20 is rather harder to interpret. However, this does not mean 
that it is necessarily the most appropriate way of evaluating the ontology content, because of a 
number of problems. As discussed earlier, there is no one perfect solution for the best method 
of evaluation. In some circumstances, the problem of misclassification, as detailed below, 
could be an important factor; in other cases, the user might not care about such problems. We 
therefore discuss below some of the factors which could influence a user’s choice of method. 
 
The Precision/Recall method suffers from the problem of double penalization of 
misclassification. For example, if the system wrongly classifies a Person as a Location, it 
suffers both Precision and Recall penalties as there is both a missing Person and a spurious 
Location. Taking this a stage further, we can extend the problem to all metrics which use a 
binary kind of evaluation (where something is either right or wrong). The cost-based 
evaluation, on the other hand, is designed to prevent this in a flat structure, by assigning 
different weights to different errors, i.e. the score is scalar rather than binary.  
 
There are two particular cases in which we might wish to have a more scalar approach to 
evaluation in order to deal with misclassification. The first is connected with the fact that a 
mistake at the top of the ontology is intuitively worse than one nearer the bottom. For 
example, misclassifying an orange as a vegetable rather than a fruit is less wrong than 
misclassifying an orange as a animate rather than a inanimate object. The second case is 
connected with the fact that the extent of the error should be proportional to the distance 
between the correct and submitted response. This “semantic distance”, as it is commonly 
known, is taken into account by many traditional similarity measures [42,55]. While these 
measures typically measure the similarity between two concepts or instances in the same 
ontology, they could equally be used to compare concepts or instances in two separate 
ontologies, as in our evaluation scenario. To deal with the misclassification problem, we can 
use a metric which assigns the weight of the error according to the similarity of the given and 
target responses, for example using both position and commonality measures, as above. Note 
that this also covers the problem of assigning something to the correct type but the wrong 
level of generality, e.g. assigning a banana as a kind of food but not as a fruit. This would get 
a higher score than assigning it as e.g. a vehicle, because the distance between two is less.  
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Other methods of dealing with misclassification include the CBE approach as used in ACE. 
Here there is no full ontology, but there are two levels of classification: a class and subclass. 
The subclass is annotated as a feature, and the system can then be scored taking into account 
features or not (and assigning different features different values), and also just scoring 
features independently. Note that this is just one example of how the CBE approach was used. 
The approach could equally be extended to a full ontology, whereby the level of classification 
could be scored separately (or included/excluded as part of the overall score).  
 
Another solution is to extend the definition of a partial match to cover annotations with 
subsuming classes. Then depending on the distance in the ontology between the target class 
and the given class, a progressively diminishing weight could be assigned. However, this does 
not account for the problem that different parts of the ontology tend to be more or less heavily 
populated with concepts, so depth between concepts is not really uniform across the whole 
ontology. Again, this might or might not be an issue, depending on the nature of the ontology. 
 
One problem with the CBE metric is that it contains many different weights, which are 
assigned by the end-user, and it is not easy to decide on appropriate weights or to find a way 
to calculate these automatically, again since there are few precedents. However, this could be 
rectified by making all weights the same initially, and including a distance-based metric for 
ensuring that partially correct items which are assigned a tag at the wrong level of the 
ontology are penalised appropriately according to the distance. 
 
The CBE metric is designed specifically for different applications or different users, who 
might have different requirements of a system. For example, one user might be more 
concerned with precision than recall, or one user might be more concerned about getting 
particular types of entities right, and not so concerned about other types, or one user might be 
more concerned with the fact that getting something partially right is important. So a cost-
based model is useful because it enables the parameters to be modified according to the 
particular evaluation or task. evaluation or task. If this model were to be adopted as a standard 
for ontology content evaluation, we would have to devise: 

• some simple and heuristic method of weight assignment; 
• some scoring tool, with the ability to be adapted easily by the user to reflect changes to 

the weights,  
• some fairly generic set of weights that could be used as a default. 

 
This is not a problem, just a requirement if the model is to be adopted. 
 
Cimiano et al [100]  apply the lexical comparison measure to evaluate the performance of a 
method to acquire taxonomies automatically from text, comparing a machine-built taxonomy 
with a hand-crafted one. They use this measure because it is the only available method they 
know of for comparing two ontologies. However, the task for which they make use of the 
measure is slightly different from the task of ontology population we describe in this section, 
in that Cimiano et al. wanted to measure how well the ontology is constructed, rather than 
how well it is populated, given an existing ontology structure. It is possible that the measure 
could be adapted to the needs of this task, but it is not clear at the moment how suitable this 
would be. 
 
Finally, we should consider also the use of a multi-dimensional evaluation, where a single 
score is not generated, but instead the evaluation is carried out simultaneously along several 
axes. This is pursued in the ACE evaluations, where although a single score is generated, 
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many other aspects are also evaluated separately. Olsson et al. [52] evaluate the performance 
of protein name taggers in this way to overcome the limitations of Precision and Recall being 
too inflexible. They propose measures such as “Sloppy” where if an answer is partially correct 
(i.e. there is any overlap between the system and key response), it is classified as Correct, 
“Left Boundary” where if the left boundaries of the system and key responses match, it is 
classified as correct, “Right Boundary” and so on.  

2.2.4 Case study 
The h-TechSight Knowledge Management Portal (KMP) [99] enables support for knowledge-
intensive industries in monitoring information resources on the Web, as an important factor in 
business competitiveness. The portal contains tools for identification of concepts and terms 
from an ontology relevant to the user's interests, and enables the user to monitor them over 
time. It also contains tools for ontology management and modification, based on the results of 
targeted knowledge extraction from the web. By monitoring the instances of concepts from 
the ontology in which they are interested, businesses can keep track of trends and topics of 
interest in their field, and be alerted to changes.  
 
One particular application of this KMP is the employment portal. This contains an ontology 
containing information about the chemical engineering domain and employment, for example 
job types, qualifications, skills required, etc. The employment portal was tested by IChemE 
(Institution of Chemical Engineers) to see how it could help gain more insight about 
employment activities in their field. IChemE is a leading international body, providing 
services for and representing the interests of those involved in chemical, biochemical and 
process engineering world-wide. The portal provided them with information about instances 
found in chemical engineering job advertisements of concepts of interest, such as skills 
required, remuneration, benefits etc. The instances were used to populate an ontology so that 
they could be monitored over time and reused in the future.  
 
In many cases it was clear to the user when the system had returned results that were 
incorrectly identified, for example if the system returned “£2000” as belonging to the concept 
Skill instead of to the concept Salary. But it was not clear whether the system had missed 
instances which it should have found, because there was no way to tell this from looking at 
the populated ontology. There were also cases where mistakes could have been made by the 
system without the user realizing, for example “2000” could have been returned as a Salary 
when it actually referred to the year. So a means of evaluation was necessary for the users to 
know how good the system was and whether it was really helping them with their search. For 
this evaluation, the Precision and Recall metrics were used, because the main things that the 
users were interested in were whether things were missing or not, and whether things had 
been wrongly identified. If something had been identified correctly but wrongly categorized, 
to these users it was just as bad as returning something totally incorrect, so the CBE method 
of evaluation was not really necessary. In a sanple evaluation, the system achieved an average 
of 97% Precision and 91.5% Recall. This enabled the user to be able to tell very easily how 
well the system was doing, because the figures are quite understandable. The results could 
also be broken down further into scores for each concept in the hierarchy. 

2.2.5 Conclusion  
The evaluation methods described above are particularly useful for industry, because they are 
aimed at comparing different systems with each other, rather than simply comparing a single 
system with a gold standard solution. This makes it easier to tell which system is better at 
which aspects. Typically each system will be good in some aspects and poor in others, e.g. 
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they may be fast and easily configurable, but less accurate. Ultimately a graphical 
representation of evaluation results would be useful here, in order to compare different 
features of the systems more easily; however, discussion of this is beyond the scope of this 
report.  Which notion of “correctness” to use when describing the overall performance of a 
system depends to a large extent on the environment in which it is to be used. For example, in 
a query-based system, more inexact responses may be completely acceptable, because the 
user still has some input, and use of wildcards may be a possibility. For an information 
extraction system where there is no user interaction, a more exact match may be necessary. 
The CBE metric and multi-dimensional evaluation approaches are particularly useful in 
industry, where not only will systems be used in different environments, but also by users 
with differing levels of expertise, different expectations, and for different applications and 
domains. 
 

2.3 OntoClean 

2.3.1 Abstract  
Formal ontology evaluations such as those proposed by the OntoClean methodology are 
presented within this section. The OntoClean methodology is based on philosophical notions 
for a formal evaluation of taxonomical structures. It focuses on the cleaning of taxonomies 
and is currently being applied for cleaning the upper level of the WordNet taxonomy (cf. 
[21]). Core to the methodology are the four fundamental ontological notions of rigidity, unity, 
identity, and dependence. By attaching them as meta-relations to concepts in a taxonomy they 
are used to represent the behaviour of the concepts. 

2.3.2 Method description 
The following building blocks constitute the basic infrastructure for implementing OntoClean: 
(i) a set of axioms that formalize definitions, constraints and guidelines given in OntoClean 
and (ii) a “meta-ontology”, viz. the so-called “taxonomy of properties”, that provides a frame 
of reference for evaluations. An ontology can be compared with a predefined ideal 
taxonomical structure to detect inconsistencies. Thus, the integration of the OntoClean 
methodology into OEEs enables an integrated quality control for ontologies.  
 
We briefly sketch the methodology in a simplified way and mention two of the introduced 
philosophical notions, viz. rigidity and unity: 

 
• Rigidity is defined based on the idea of essence. A property is essential to an 

individual if and only if it necessarily holds for that individual. Thus, a property is rigid 
(+R) if and only if it is necessarily essential to all its instances. A property is non-rigid (-
R) if and only if it is not essential to some of its instances, and anti-rigid if and only if it is 
not essential to all its instances. 

 
 Example: Consider for example the property of being hard. We may say that it is an 
essential property of hammers, but not of sponges. Some sponges (dry ones) are hard, and 
some particular sponge may be hard for its entire existence, however this does not make 
being hard an essential property of that sponge. The fact is that it could have been soft at 
some time, it just happened that it never was. 
 
Furthermore, being a person is usually conceptualized as rigid, while, as shown above, 
being hard is not. Rigidity is a subtle notion: every entity that can exhibit the property 
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must exhibit it. So, every entity that is a person must be a person, and there are no entities 
that can be a person but aren't. 
 
The property being a student is typically anti-rigid -- every instance of student is not 
essentially a student (i.e.  may also be a non-student). 

 
• Unity is defined by saying that an individual is a whole if and only if it is made by a 

set of parts unified by a relation R. A property P is said to carry unity (+U) if there is a 
common unifying relation R such that all the instances of P are wholes under R. A 
property carries anti-unity if all its instances can possibly be non-wholes. 

 
Example:  The enterprise British Airways is a whole unified by the relation has president. 
To generalize, an enterprise with president carries unity since the relation has president is 
the relation that unifies every instance. 

 
Based on these meta-relations OntoClean classifies concepts into categories as shown in 
Figure 11 (the figure is taken from [22]). E.g., a concept that is tagged with “+O +I +R” 
is called a “Type”. 

 

 

Figure 11: Combinations of OntoClean meta-relations 
 
The aim of the methodology is to produce a “clean” taxonomy as shown in the ideal structure 
in Figure Figure 22 (figure is taken from [22]). 
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Figure 22: Ideal taxonomy structure 
 
Beside these meta-relations OntoClean contains axioms that can be applied to evaluate the 
correctness of a given taxonomy. For instance, an axiom suggested in OntoClean is “a 
property carrying anti-unity has to be disjoint of a property carrying unity”. As a 
consequence, “a property carrying unity cannot be a subclass of a property carrying anti-
unity” and “a rigid property and an anti-rigid property are ever disjoint”, to name but a few. 
As an example we present the formalization of the disjointness in 
F-Logic: 
 
FORALL C check("A property cannot carry +R and -R",C) 
    <- C[carryR->>"true"] 
    AND C[carryNotR->>"true"]. 
 
Another example is, that a property that is defined as “anti-rigid” cannot subsume a property 
that is “rigid” (the heck message is abbreviated for means of simplicity): 
 
FORALL B ( check("~R can't subsume +R",B) ) 
    <- EXISTS C 
    C::B 
    AND B[antiR->>"true"] 
    AND C[carryR->>"true"]. 
 
 
We modelled the “meta ontology” and an example ontology (taken from [22]) that has to be 
evaluated, in OntoEdit. Each concept of the example ontology, i.e. all subconcepts of the root 
concept of the example ontology, viz. “Entity”, is then specified as being also an instance of 
the top-level concept “Property” of the meta ontology through an axiom: 
 
FORALL C C:Property 
    <- C::Entity. 
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Figure 33 shows the inconsistencies derived from applying the OntoClean axioms to the 
example ontology by using the Inferencing plugin. On the left side the list of implemented 
axioms is shown, for testing purposes they can be switched on and off. On the right side the 
result from an evaluation is shown, e.g. the concept Agent is defined as “anti-rigid” and 
subsumes the concept Animal which is defined as “rigid”. According to the OntoClean 
methodology this is a violation of a given constraint. To enhance the quality of the 
taxonomical structure an ontology engineer can now reconsider the modelled hierarchy. 
 
 
 

 

Figure 33: Deriving inconsistencies with the OntoClean Plugin 

2.3.3 Usefulness / Relevance for practice 
Generally, formal ontology evaluation provides useful insights into semantic models. 
However, these insights are more structural and formally driven and do not allow to infer 
anything about the usability of an analysed ontology.  
 
The usage of the presented OntoClean method for industry is limited. At least, it might be 
used as a supporting method to ensure formal correctness where needed but this would 
assume that the method can be applied by “end-users”. 
 

2.3.4 Case Study 
To analyse practical relevance and possible applications in industry we describe a technical 
showcase of how to apply the OntoClean methodology within industrial applications, indeed 
the engineering tool OntoEdit. 
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OntoEdit1 is an ontology engineering environment which allows for inspecting, browsing, 
codifying and modifying ontologies. Modeling ontologies using OntoEdit means modelling at 
a conceptual level, viz. (i) as much as possible independent of a concrete representation 
language, (ii) using graphical user interfaces (GUI) to represent views on conceptual 
structures conceptual structures, i.e. concepts ordered in a concept hierarchy, relations with 
domain and range, instances and axioms, rather than codifying conceptual structures in 
ASCII. To implement the OntoClean methodology (as presented in section 2.3) in OntoEdit, 
we (i) formalized the constraints and definitions as axioms, and (ii) formalized the meta-
relations and classifications as a “meta ontology” that can be used to classify concepts of an 
ontology. Figure 44 shows the subsequent steps during implementation and employment of 
OntoClean as a plugin in OntoEdit (the numbers in the figure correspond to the following 
enumeration): 
 

 

Figure 44: Implementation of OntoClean in OntoEdit 
 
 
1. model both ontologies, the taxonomy of properties and the example ontology, 
2. fill the meta-relations with values (i.e. tag the concepts of the example ontology with 

“carryR” (+R) etc.), and 
3. specify the definitions and constraints from OntoClean as axioms (here by using the 

General Axiom Editor). One can now ask queries to find inconsistencies in an ontology 
according to the OntoClean methodology. 

                                                 
1 Can be obtained from http://ww.ontoprise.de 
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OntoClean in general or as implemented in OntoEdit requires well-trained users and assumes 
expert knowledge about ontological engineering which makes it difficult for use by industrial 
end-users. 
 

2.3.5 Conclusion  
The implementation shown is a first proof of concept. The next version of the plugin 
encapsules the meta ontology by using a dynamically built GUI to handle the tagging of 
concepts with meta-relations more intuitively. The results should automatically guide users 
through a set of possible actions that can be performed to fix the detected inconsistencies. 
 
However, the application of the OntoClean methodology requires significant training, as only 
few people are currently able to apply it properly. In collaboration with the group from the 
Artificial Intelligence Laboratory of the Technical University of Madrid (UPM) and the 
inventors of the methodology, we are therefore planning to implement a more user-friendly 
and intuitive solution. 
 
The relevance for industry appears low. In domains in which formal correctness is required, 
OntoClean might be used to support the process of ontology evaluation additionally.  

2.4 EvaLexon 

2.4.1 Abstract goals / purpose 
This evaluation method is meant to be applied on the results of automatic ontology mining 
techniques. The aim of the mining process is to create ontologies, and not to populate 
ontologies with instances. The method stays at the linguistic level, as the mining results are 
words rather than concepts. The method is applied in the context of the VUB DOGMA 
ontology framework [65] and the UA-CNTS unsupervised miner [58], which results in the 
miner producing triples (or lexons in DOGMA terminology) [64]. The triples are easily 
convertible into RDF/OWL-triples, so that the evaluation procedure can be applied to existing 
ontologies as well. The method is still in the process of being refined, although first results 
have already been reported [63][66]. Other text miners (see [60] for an overview of miners of 
ontologies from text) can be used as well. Some other methods to evaluate text-based 
ontology learning and population methods are presented in [57]. 
 
The purpose of this method is to be simple to understand by laymen, objective, automatable, 
and easily applicable to any text that describes an application domain and that serves as input 
for the ontology mining/creation process. The reference point for the evaluation is the text 
itself, as otherwise one has to assume the existence of a gold standard ontology. This is 
generally not the case. It is not the aim to provide very sophisticated evaluation results, but 
rather a rough but good enough reference to determine whether or not the results of ontology 
mining capture most of the notions of the input text.  
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2.4.2 Method description 

2.4.2.1 Principles 
The main principle is to compare the vocabulary of the triples mined with the input text as 
such and with a set of words considered to be relevant for that text. It is clear that this is only 
an approximation (as words do not equal concepts), but this constitutes the simplicity of the 
procedure. 
 
Two basic scientific insights are used: 

- A corollary of Zipf’s law [69] (roughly summarised by “the high frequency words are 
meaningless”) 

- A statistical formula to compare two proportions as applied in corpus linguistics (e.g. 
[59]). 

 
Four measures have been defined that should express how well the resulting triples lexically 
represent the important notions of the application domain: 

- recall and precision (the classical IE measures) using a set of relevant words derived 
from the text 

- coverage and accuracy (derived measures) using the text itself 

2.4.2.2 Steps 
The (technical) input text is processed in order to derive a frequency list and related text 
statistics about relative frequencies of frequency classes. Similar frequency list and related 
statistics have been produced for a general corpus, in this case the Wall Street Journal. The 
two texts are compared (or rather the distribution of their vocabulary) and a list of statistically 
significant words that characterise the technical text is collected. This list (also called 
“relevant words”) is used for almost all the subsequent computations. 
 

- Coverage is computed as the average of the overlap between the vocabulary of the 
triples and the input text for each frequency class. 

- Accuracy is computed as the average of the coverage of those frequency classes that 
include at least 60% of relevant words. 

- Precision is computed as the intersection of the words of the triples and the related 
words divided by the number of words of the triples. 

- Recall is computed as the intersection of the words of the triples and the related words 
divided by the number of relevant words 

2.4.2.3 How to apply 
Several scripts and Dos/Linux commands are applied in sequence. The first series are Perl 
scripts that produce the frequency list and related text statistics. The second series are Tawk 
scripts (a commercial version of Awk [68]) that create the set of relevant words. The third 
series are also Tawk scripts that compute the actual values for the four metrics. All the 
intermediate results are tab or space delimited ASCII files, which facilitates processing, e.g., 
some intermediate results are re-ordered using the classical “sort” command. The Tawk 
scripts are compiled for a Windows machine, but using the appropriate compiler they can run 
on a Unix/Linux machine as well. 
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2.4.3 Usefulness/Relevance for practice 
Only few evaluation methods for ontology mining and learning exist [57] and these require an 
important human intervention. The fundamental problem is the point of reference, or stated 
otherwise, determining a gold standard. As ontology mining is becoming more popular (to 
circumvent the knowledge acquisition bottleneck), largely automated and highly objective 
methods to evaluate mining outcomes or modelling results are particularly useful, especially 
in an industrial environment. 
 
In principle, this method can also be applied to an existing ontology, i.e. an ontology in a 
more or less final state, to compare it with its source text(s). To the extent that an existing 
ontology, encoded in RDF or OWL triples, uses language terms to denote concepts, this 
method can be applied for type 3 evaluations (as presented in the overall introduction of this 
deliverable). However, the main application as presented is the modelling phase (type 1). 
Some of the principles of our method resemble a lexical comparison method for ontologies 
presented in [61], but the second element of the comparison here is a textual source instead of 
another ontology. Unfortunately, our method has currently not yet been applied in this sense. 

2.4.3.1 Why is it useful for industry 
Industry, almost by definition and in contrast to academia, must have performance measures 
for the products they are building. In order to stay ahead of the competition, a company 
constantly tries to find ways to improve its products. Benchmarking their products with 
competing ones is but one manner. Therefore, companies that are incorporating (or willing to 
incorporate) ontologies (be it as a result of text mining or of human modelling) need metrics 
to measure and compare results. The measures themselves are maybe even less important than 
the agreement on the common use of a measure in order to create benchmark tests.  
 
Another important concern for industry is quality assurance. A classical way of checking the 
(improving) quality of a product is by performing regression tests. Several experiments, 
varying on a specific point one from one another, are run and the results of the runs are 
compared (in the most ideal case using statistics). Companies that deliver ontologies to 
customers definitely want to test internally various versions of an ontology before delivery. A 
Professional Services group (i.e. delivering customised end-solutions) of an IT-company 
embracing semantic web technology can use this evaluation procedure to tune ontologies for a 
specific customer by performing regressions tests. 
 
Even for customers, evaluation measures are important. It is not unusual for companies to 
deliver (and customers to request) a certificate stating that a product, in this case an ontology, 
complies with certain criteria. As one of the most interesting criteria (at least from the point of 
view of the customer) is the degree to which the ontology covers the knowledge of an 
application domain of a customer, the measures proposed above can be very helpful. One can 
easily imagine a scenario where a company delivers, together with the ontology produced, 
two sets of metrics: one that shows how well a “sample ontology” built as the result of a 
certain methodology (human modelling or automated mining) “represents” a commonly 
accepted reference corpus, and one that details how the ontology actually ordered 
“corresponds” with the input text(s) of the customer’s application domain. A similar scenario 
(for speech recognition performance) exists for quite some time in the speech processing 
industry.  
 
Having this kind of documentation on the ontology modelling methodology and the 
associated results can be crucial if a company wants obtain the ISO9001 certification or 
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formalise its internal quality assurance and product delivery and/or acquisition procedures 
(see the overall introduction on the evaluation scenarios). 

2.4.3.2 Case study 

2.4.3.2.1 Background 
The use case we are currently working on involves a Belgian company that specialises in 
VAT legislation (EU directive 77/388/EEC of 27 January 2001). The company “VAT@” 
provides consultancy and tools to its customers, who are international trading companies, to 
fill in the appropriate set of VAT documents in the required way. The problem for any 
company that imports or exports goods is that the EU directive is implemented at a national 
level in (more or less) different legislation characterised by idiosyncratic vocabulary and 
slightly different notions. Therefore, the company wants to integrate a VAT ontology in their 
applications to bridge these conceptual differences, to facilitate maintainability (when the 
directive is updated) and enhance interoperability with third-party applications (e.g. national 
e-government VAT applications). Research on these activities forms part of the Flemish IWT 
OntoBasis project (IWT GBOU 2001 #10069). 

2.4.3.2.2 Results 
The English EU directive has been mined by the CNTS unsupervised miner and triples have 
been produced. The evaluation methodology is still in an early stage, although intermediate 
results have already been published [62]. A human knowledge engineer has worked in parallel 
and evaluated the results of the miner as well as the outcomes of the automated evaluation. He 
considered around 50% of the triples produced as noise. Recent results give a coverage ratio 
of 39.68%, an accuracy of 52.1%, a precision of 75.81% and a recall of 9.84% [67]. A 
detailed study revealed that the Perl scripts have to be replaced by a proper concordancy 
program (e.g. WordSmith) to eliminate the high number of noise words from the corpus that 
enter in the computation and distort the results severely. Also, some more work on detecting 
compounds is needed. The evaluation procedure showed that the miner discarded too many 
low frequency words that are deemed relevant by the statistical formula. Although the 
evaluation procedure might not yet be interesting for VAT@ directly, indirectly it proved 
already to be useful as it revealed a weak spot of the text miner. A human evaluator would 
have needed considerably more time to detect this.  

2.4.4 Conclusion 
The aim is to develop a simple, objective and automated evaluation procedure for ontology 
miners from text. The four metrics presented above allow to set up benchmarking and 
regression tests. Even if the evaluation stays on the linguistic level (triples of words), the fact 
that the point of reference is the text itself constitutes a main asset of this procedure. This 
method can also be applied to existing ontologies. Another use case on privacy legislation is 
scheduled. 

3 Applications and Tools 
In this section we present existing tools realising evaluation methods which were introduced 
in section 2. 
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3.1 ODEval 

3.1.1 Abstract  
Ontology evaluation is a crucial activity, which needs to be carried out during the whole 
ontology lifecycle. The goal of this evaluation is to determine what the ontology correctly 
defines, does not define at all, or even incorrectly defines. 

Ontologies implemented in Semantic Web languages (such as RDF(S), DAML+OIL, and 
OWL) should be evaluated from the point of view of knowledge representation before using 
them in Semantic Web applications. In ([79], [78],[76]) it has been discovered that current 
ontology tools (language-dependent ontology validation tools and ontology platforms) do not 
detect taxonomic problems in RDF(S), DAML+OIL, and OWL concept taxonomies from the 
point of view of knowledge representation. Indeed, such tools do not focus on detecting the 
inconsistencies and redundancies in concept taxonomies identified in [77]. However, ODEval2 
(a complement to such ontology tools) performs syntactic evaluation of RDF(S), 
DAML+OIL, and OWL ontologies, and evaluates their concept taxonomies from the point of 
view of knowledge representation using the ideas proposed in [77]. ODEval detects 
inconsistencies and redundancies in ontology concept taxonomies.  

3.1.2 Method description 
ODEval uses a set of algorithms, based on graph theory [80], to detect possible problems in 
ontology concept taxonomies (inconsistencies and redundancies). An ontology concept 
taxonomy is considered by ODEval as a directed graph G(V,A), where V is a set of nodes or 
vertex and A is a set of directed arcs. The elements included in the sets V and A are different 
depending on each language and on each type of problem that we want to detect. 

ODEval detects possible taxonomic problems (inconsistencies and redundancies) in each 
considered language in the following way: 

 RDF(S): In this language disjoint and exhaustive knowledge cannot be defined with any of 
its primitives. Consequently, the only problems that can be resolved in RDF(S) ontologies 
are circularity and redundancy. 

 Circularity Problems. ODEval looks for cycles in the graph G(V,A).  

 Redundancy Problems. For each class class_A in the set V, and for each arc ri in the set 
A whose origin is class_A, we take ri out of the set A and check whether this change 
affects the set of elements that are reachable from the class_A. If there is no change, 
this means at least one of the ri is dispensable. And therefore, ODEval has found at 
least one grammatical redundancy problem. 

 DAML+OIL: 

 Circularity Problems. ODEval looks for cycles in the graph G(V,A).  

 Partition Errors. In this type of error, ODEval performs out two distinctions: 

o Disjoint groups. An error occurs in a disjoint decomposition or a partition, formed 
by the classes {Class_P1, Class_P2,…, Class_Pn}, if there are common elements in 
two or more branches of the partition. 

                                                 
2 http://minsky.dia.fi.upm.es/odeval 
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o Exhaustive groups. If an element is only reachable from the base class (or its 
equivalents) and it is not reachable from the classes of the decomposition, then 
there is an error in the exhaustive group. 

 Redundancy Problems. For each class class_A in the set V, and for each arc ri in the set 
A whose origin is class_A, we take ri out of the set A and check whether this change 
affects the set of elements that are reachable from the class_A. If there is no change, 
this means at least one of the ri is dispensable. And therefore, ODEval has found at 
least one grammatical redundancy problem. 

 OWL: 

 Circularity Problems. ODEval looks for cycles in the graph G(V,A).  

 Partition Errors. ODEval detects errors in disjoint groups. In this case, an error occur 
in a disjoint decomposition or a partition, formed by the classes {Class_P1, 
Class_P2,…, Class_Pn}, if there are common elements in two or more branches of the 
partition. 

 Redundancy Problems. For each class class_A in the set V, and for each arc ri in the set 
A whose origin is class_A, we take ri out of the set A and check whether this change 
affects the set of elements that are reachable from the class_A. If there is no change, 
this means at least one of the ri is dispensable and therefore that ODEval has found at 
least one grammatical redundancy problem. 

3.1.3 Usefulness / Relevance for practice 
Ontologies play an important role for the Semantic Web as a source of formally defined terms 
for communication. Like any other resource used in software applications, ontology content 
needs to be evaluated before being reused it in other ontologies or applications. Ontology 
content evaluation is a critical process to be undertaken before ontologies can be integrated in 
final applications. It is unwise to publish an ontology or to implement software that relies on 
ontologies without first evaluating its content (concept definitions, taxonomy and formal 
axioms).   

As ontologies move from academic institutions into commercial environments they have to 
fulfil stronger requirements (correctness, consistency, completeness, conciseness, etc.). For 
this reason, ontology tools (like ODEval) are needed to prevent possible anomalies in 
ontologies, both in the research area and in the industrial area, in order to provide reliable 
ontology-based systems.  

3.1.4 Conclusion  
Current ontology tools (language-dependent ontology validation tools and ontology 
platforms) do not focus on detecting inconsistencies and redundancies in ontology concept 
taxonomies. The (re)use of ontologies without anomalies is a critical point in the industrial 
area in order to produce successful projects. For this reason, it is necessary to work on the 
ontology evaluation area and to create evaluators (like ODEval) in order to complement 
current ontology tools.  

ODEval is a tool that evaluates RDF(S), DAML+OIL, and OWL concept taxonomies from a 
knowledge representation point of view. This tool is meant to help ontology developers in 
designing ontologies, without anomalies, in such ontology languages, and to help ontology 
engineers in reusing ontologies without problems in their concept taxonomies. 
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3.2 OntoManager 

3.2.1 Abstract  
In an ontology-based information portal, ontologies often support the process of “indexing” 
the content of an information resource – so called semantic annotation – and the navigation 
through the knowledge repository – so called conceptual navigation. However, ontologies, as 
a conceptual model for the given business domain, should react to all changes in the business 
environment. This includes accounting for modifications in the application domain or in the 
business strategy; incorporating additional functionality according to changes in the users’ 
needs; organizing information in a better way, etc. If the underlying ontology is not up-to-date 
or the annotation of knowledge resources is inconsistent, redundant or incomplete, then the 
reliability, accuracy and effectiveness of the system decrease significantly [23]. In order to 
avoid these real problems, ontology-based applications have to be supported by a mechanism 
for discovering these changes, analyzing and resolving them in a consistent way [24]. 

3.2.2 Method description  
We have developed such an approach for ontology management and implemented it in the 
OntoManager tool (see http://ontoware.org/projects/ontomanager). It concerns the 
truthfulness of an ontology with respect to its problem domain - does the ontology represent a 
piece of reality and the users' requirements (user are end-user of ontology-based portals or 
applications) correctly? Indeed, it helps to find the “weak places” in the ontology regarding 
the users’ needs, ensures that generated recommendations for the ontology improvement 
reflect the users' needs, and promotes the accountability of portal managers. In this way, the 
OntoManager provides an easy-to-use management system for administrators, domain 
experts, and business analysts, since they are able to use it productively, with a minimum of 
the training. As known to the authors, none of the existing other ontology management 
systems offer support for (semi-) automatic ontology improvement in response to the users’ 
needs analysis. 
 
The conceptual architecture – the MAPE model 
Our management system is realised according to the MAPE (Monitor Analyse Plan Execute) 
model [25], which abstracts a management architecture into four common functions: collect 
the data, analyse the data, create a plan of action, and execute the plan. Indeed, our 
architecture decomposes the control loop into four parts: 

• Monitor – mechanism that collects, organises and filters the data about users’ 
interactions with the ontology-based application; 

• Analyse – mechanism that aggregates, transforms, correlates, visualises the collected 
data, and makes proposals for changes in the ontology; 

• Plan – mechanism to structure actions needed to apply the discovered changes by 
keeping the consistency of the ontology. The planning mechanism uses evolution 
strategies [23] to guide its work; 

• Execute – mechanism to update the underlying ontology-based application according 
to the changes applied in the ontology. 

By monitoring (M) the behaviour of users and analysing (A) this data, planning (P) which 
actions should be taken and executing (E) them, a kind of a “usage loop” is created. 
Figure 1 depicts this “usage loop” in an information portal scenario. A user is searching for 
information by querying and/or navigating through the portal (cf. 1 in Figure 1). All activities 
the user has performed are acquired in the Semantic Log (cf. 2), which is structured according 
to the Log Ontology, and contains meta-information about the content of visited pages [26]. 
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This log data is aggregated and visualised in the OntoManager (cf. 3). Moreover, the 
OntoManager helps ontology managers discover changes in the ontology, which are mostly 
important for enhancing the usability of the application. The architecture of the OntoManager 
is described in the next section in more details. Since the application of a single ontology 
change can cause inconsistency in another part of this ontology and all the artefacts that 
depend on it [27], we applied the ontology evolution process (cf. 4) that guarantees the 
transfer of the ontology and dependent artefacts into another consistent state. Moreover, in the 
case of creating a new concept, METIS3 – an ontology-based web crawler - can be started to 
complete the concept with the most promising instances that can be found in an intranet (or on 
the Internet, in general). Finally, since the underlying application is ontology-based, all 
changes in the ontology are reflected in the structure of the portal (cf. 1), by tailoring the 
portal to the users’ needs, which implicitly arose. For example, if none of users were 
interested in a topic, then the OntoManager can recommend to the ontology manager to 
remove the corresponding concept from the topic hierarchy. Consequently, new users will be 
not be “bored” by browsing topics which are useless for the domain shown in the portal. In 
that way, our management system aims to be a user-friendly platform that integrates the 
results from the analysis of the usage data with the tools that guide the process of modifying 
the ontology. 
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Figure 1 The conceptual architecture of the ontology management system according to 

the MAPE model 

The OntoManager has been designed to provide the methods and tools that support the 
ontology managers in managing and optimising the ontology according to the users’ needs. 
This system incorporates mechanisms that assess how the ontology (and by extension the 
application) is performing based on different criteria, and then enables the user to take action 
to optimise it.  
One of the key tasks is to check how the ontology fulfils the perceived needs of the users. In 
that way, we obtain an in-depth view of the users’ perspective on the ontology and the 
ontology-based application, since it is on the top of this ontology the application is going to be 
conducted. The technique that can be used to evaluate/estimate the users’ needs depends on 
                                                 
3 http://ontoware.org/projects/metis 
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the information source. By tracking users’ interactions with the application in a log file, it is 
possible to collect useful information that can be used to assess what the main interests of the 
users are. In this way, we avoid asking the users explicitly, since they tend to be reluctant to 
provide feedback via filling in questionnaires or forms.  

3.2.3 Relevance for practice  
The application OntoManager represents a pragmatic approch based on the usage statistics of 
ontologies to identify the relevance of concepts in a specific application or domain.  
 
OntoManager is easy to apply and to use also by end-users. The evaluation quality however is 
not so high and does not allow one to discover deep insights.  
 
The main application field of OntoManager is domains in which usage information of 
ontologies is present and further evaluation relevant information is missing or difficult to 
extract. For example, OntoManager is used within a SEmantic PorAL (SEAL) [70] to evolve 
the underlying portal ontology towards the users interest in the EU project OntoWeb4 portal. 

3.2.4 Case study 
OntoManager has been developed within the project SemIPort. The intention of the project 
Semantic Methods and Tools for Information Portals (SemIPort) is to evolve a set of 
methods and tools for representing and accessing information within a semantically structured 
information portal, while offering the possibility to integrate one´s own information. 
 
For testing purposes, the developed approaches will be evaluated on data from the German 
bibliography portal DBLP, and the tools are planed to be integrated into the competency and 
service network portal of the German Informatics Society (GI) which is currently under 
construction5. 
 
At the moment OntoManager is used within a test-bed scenario for the bibliography portal  to 
ensure high content quality with respect to the users interest. 

3.2.5 Conclusion 
To summarize, OntoManager is best applied in domains in which usage information of 
ontologies is available to identify relevant concepts of an ontology. This occurs mainly in the 
area of web portals or any other ontology-based application producing so called semantic log 
files. However, the limitation on usage information does not allow to evaluate an ontology in 
general. Therefore OntoManager might be used as an additional analysis of an ontology 
within an existing evaluation process. 

 

                                                 
4 http://www.OntoWeb.org 
5 http://www.io-port.net 
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4 Discussion 
In this deliverable, we have reported methods and tools for evaluating ontologies, and 
discussed the relevance and  usefulness of these methods and tools for industrial practice. We 
will now summarize the main technical characteristics of these methods and tools, and their 
main usefulness characteristics. To conclude, we will envision further work necessary to 
make the methods and tools more useful and usable to industrial practitioners, and to develop 
other methods and tools. 

4.1 The ontology-evaluation methods and tools considered in this 
deliverable 

4.1.1 Methods 
The methods and their main technical characteristics are summarized in Table 1. For each 
method are mentioned: its goal, a short description, the ontology or system lifecycle stage 
where the method can be used, and the tools that may support the method. 

4.1.2 Tools  
The tools and their main technical characteristics are summarized in Table 2. For each tool are 
mentioned:  its goal, a short description, the ontology or system lifecycle stage where the tool 
can be used, and the method it supports. 
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TABLE 1.- The methods considered. 
 

Method Goal Description Lifecycle Stage Tools Supporting 
the Method 

OntoMetric  Helps to choose the appropriate ontology 
for a new project 

 Compares the importance of the project objectives and study 
the characteristics of the ontologies  Gets for every candidate 
ontology a quantitative measure of its suitability 

After ontology release (type 3):  

Natural Language 
Application 
metrics  

Helps evaluate the content of ontologies 
with respect to various metrics: 

  

 Precision and Recall Metrics Measures for each ontology (a) how many identified items are 
correct and (b) how many items that would have been identified 
are effectively identified 

 

 Cost-based evaluation metric Characterizes the performance in terms of the cost of errors, or 
the value of correct things (e.g., the importance of recognizing 
Person vs. Date correctly)  

 

 Tennis measure Gives a measure of the “fit” between  an ontology and a corpus 
(domain knowledge) by using a vector space model of instances 
(terms) 

 

 Lexical comparison level measure Compares the contents of two ontologies without considering their 
conceptual structure 

 Pre-modelling stage (type 
1), except Maedche’s string 
matching measure for lexical 
comparison.  Modelling 
stage (type 2) 

 

OntoClean Helps evaluate a formal ontology. 
 

 Cleans the taxonomical structure of ontologies (e.g., upper 
level ontologies).  Compares the ontology vs. a predefined ideal 
taxonomical structure to detect inconsistencies 

 Pre-modelling stage (type 
1).  Modelling stage (type 2) 

OntoEdit 

EvaLexon Helps evaluate ontologies created (but not 
populated) by ontology miners from text. 
 

 The method stays at the linguistic level (compares words 
rather than concepts).  Reference point for the evaluation:  the 
text itself (and not a gold standard ontology).  Principle:  
compares the vocabulary of the triples mined with the input text 
as such and with a set of words considered to be relevant for that 
text.  What is measured (through regressions tests): recall and 
precision using a set of relevant words derived from the text; 
coverage and accuracy (derived measures) using the text itself. 

Pre-modelling stage (type 1) Perl scripts and Tawk 
scripts 
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TABLE 2.- The tools considered. 

 
Tool Goal Description Lifecycle stage Supported Method 

ODEval Helps evaluate ontologies from the 
point of view of knowledge 
representation. 
 

 Evaluates the concept taxonomy of the 
ontologies.  Detects inconsistencies and 
redundancies in taxonomies.  Furthermore, 
performs syntactic evaluation of RDF(S), 
DAML+OIL, and OWL ontologies. 

Type 2, when the ontology is finished. Method from [77] 

OntoManager  Helps determine the truthfulness of 
an ontology with respect to its 
problem domain. 
 

 Finds the “weak places” in the ontology, and 
modifying it, regarding the end-users’ 
needs/requirements (of a portal or application). 

 Relies on the analysis of usage data: By 
tracking users’ interactions with the application 
in a log file, it is possible to collect useful 
information that can be used to assess what the 
main interests of the users are. 

Type 3, (Evaluating an ontology after its 
release; evaluating ontology in usage) 
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4.2 Relevance and usefulness of the methods and tools for 
industrial practice 

A main goal of the current KnowledgeWeb WP 1.2 study on the “Methods for ontology 
evaluation” was to determine the relevance and usefulness of some methods and tools for 
industrial practice. What can be concluded from this study? What can be said about the 
relevance and usefulness of the methods OntoMetric, Natural Language Application metrics 
(hereafter, NLAM), OntoClean and EvaLexon, and what can be said about the tools ODEval 
and OntoManager. Summarizing, tables 3 and 4 give us some answers. In these tables are 
mentioned for each method/tool: (a) the users of the method/tool, (b) the relevance and 
usefulness of the method/tool, (c) its usability, (d) its applications and related use cases. 

4.3 Are the methods/tools useful or relevant to enterprises?  
Except for the OntoClean method – for which relevance (usage) for industry is said to be very 
low (limited), all the methods are considered as useful or relevant to enterprises (see column 
“Usefulness/Relevance for practice” of Table 3). Concerning the tools, OntoManager seems 
to be the more relevant for evaluating ontologies. 

4.4 To which extent are the methods/tools useful or relevant to 
enterprises? 

The extent to which a method or a tool is usable or relevant can be considered from three 
points of view: (a) from the intended usage viewpoint, (b) from the application (or use case) 
viewpoint, and (c) from the user viewpoint. 

4.4.1 Which is or can be the usage of the methods/tools? 
Usefulness or relevance can be first seen in the intended industrial usage of the methods/tools 
(see the column “Usefulness/Relevance for practice” of Table 3 and 4). It can be noticed that 
the methods and tools are intended to be used, and are sometimes used to: 

- select existing ontologies for some industrial purpose;  
- (as a selection process) measure the correspondence between corporate textual sources 

and some candidate ontology (to see if the ontologies reflect the content of the 
sources, and so can be used for annotating corporate documents); 

- monitor an ontology in use (i.e., adapting the ontology once installed in some 
corporate system).6 

If we could situate the methods on some industrial relevance scale, we could see that the 
NLAM, OntoMetric and EvalLexon are the most relevant, and OntoClean the least relevant. 
The weak relevance of OntoClean can be explained by its academic purpose: OntoClean is a 
method which focuses on the evaluation of formal aspects of ontologies, and their creators 
seem to be more7 interested on by the evaluation of ontology upper-levels (i.e., more abstract 
levels, or the levels the most distant from the applications.) 

4.4.2 Which are or can be the applications (use cases) of the 
methods/tools? 

The usefulness or relevance of the methods/tools can be seen also in the applications and use 
cases mentioned, i.e., in actual usages of the methods/tools. It can be seen from this viewpoint 
that methods like NLAM and EvaLexon have applications and/or use cases: KM Portal 
                                                 
6 Note that applying an evaluation method is sometimes considered as applying some ISO verification procedure to improve 

the quality of industrial products. This is a sound argument for industrials. 
7 “More” doesn’t mean “exclusively.” 



Page 39 of 49 

applications (esp., an Employment Portal) for NLAM; and legislation (in particular VAT 
Legislation) use cases for EvaLexon.. The other methods or tools do not have such specific 
applications or use cases, suggesting a lower relevance to industry. 

4.4.3 Who are or can be the users of the methods/tools? 
Another way of seeing the usefulness or relevance of the methods/tools can be to look at the 
persons  who are designated to use them. According to whether one mentions, as users, 
specialists (ontologists) vs. non specialists (end-users), researchers (who could be referred to 
as “basic-research ontologists”) vs. practitioners (who could be referred to as “industrial 
ontologists”), we can determine if the methods/tools are relevant to industrial practice, or still 
remain in the academic realm:  for example, NLAM, OntoMetric, and EvaLexon are rather 
practitioner-oriented methods; and OntoClean is rather a method oriented towards basic 
research ontologists. 

4.5 Are the methods/tools usable, and to which extent? 
We can know if a method or a tool is (potentially) usable when enterprise members are 
mentioned as users of this method or tool. For example, OntoMetric mentioned project 
managers. If NLAM does not explicitly mention enterprise members, they implicitly 
supposed what can be referred to as Application users. EvaLexon mentions a Professional 
Services group of an IT-Company as users. On the other side, if OntoClean mentions 
ontology developers as users, these users in fact are basic-research ontologists. 
We can know if a method or a tool is (potentially) usable when non-specialists or practitioners 
do not encounter usability problems, that is, when they can easily understand the method or 
tool, learn them without huge efforts, and operate them easily. EvaLexon is said to be simple 
to understand by laymen. NLAM are partially understandable, because they rely on Natural 
Language rather than on formal languages. With the NLAM “Cost-based evaluation metric”, 
it is difficult to assign a weight. To use OntoClean, it is necessary to be trained., and to have a 
deep knowledge in ontology engineering. 
We can know if a method or a tool can be usable in a short- or mid-term when usability 
improvements are proposed. For example, it has been proposed to simplify the NLAM. 
In brief, the most usable methods for practitioners seem to be EvalExon and NLAM, and the 
less usable, OntoClean Concerning the tools, OntoManager seems to be the more usable for 
practitioners. 
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TABLE 3.- Usefulness and relevance for practice of the methods. 
 

Method Users Usefulness/Relevance for 
practice 

Usability Application/Use Case 

OntoMetric Knowledge engineers 
needing to look for 
ontologies disperse in 
Web servers to 
incorporate them into their 
systems 
Project managers  

Helps justify decisions and weigh up the 
advantages and the risks of choosing an 
ontology 

 Specifying the characteristics of an ontology 
is complicated and takes time  Assessing 
the characteristics is quite subjective (from the 
project managers’ viewpoint) 

 

Natural Language 
Application 
metrics 

Application users 
needing to know how 
good the system is and 
whether it is really helping 
them with their search  

Useful to compare different systems 
(ontologies), rather than comparing a 
system (ontology) to a gold standard one 

  Applications : Natural Language applications 
involving ontologies; support for knowledge-
intensive industries in monitoring information 
resources on the Web. 

       Precision and Recall Metrics  Number of problems, esp., 
misclassification (due to binary scoring) 

 Most well known and widely used 
evaluation method 

 Most relevant use case : h-TechSight 
Knowledge Management Portal (KMP); particular 
application: KMP employment portal, tested by 
IChemE (Institution of Chemical Engineers) to see 
how it could help gain more insight about 
employment activities in their field. 

        Cost-based evaluation metric  Overcomes the misclassification 
problem (thanks to a scalar scoring) 

 Many different weights : difficult for a user to 
assign a weight, or to find a way to calculate  

 Needs to be adapted to be adopted as a 
standard for ontology content evaluation 

 

        Tennis measure    

        Lexical comparison level measure    
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OntoClean Ontology developers 
Currently not applicable 
by end-users 

 Evaluates formal ontologies.  
Focuses on the cleaning of taxonomies 
(e.g., the upper level).  Provides useful 
structural and formally driven insights into 
semantic models.  

 Does not allow to infer something 
about ontology usability.  Relevance for 
industry is very low.  Usage for industry 
is very limited 

 Requires significant training  Only few 
people are currently able to apply it properly. 

 Planned (with UPM): implementing a more 
user-friendly and intuitive solution 
OntoClean in general or as implemented in 
OntoEdit requires well-trained users and 
assumes expert knowledge about ontological 
engineering. 

 Most relevant use case : Cleaning the upper 
level of the WordNet taxonomy 

EvaLexon A Professional Services 
group (i.e. delivering 
customised end-solutions) 
of an IT-company 
embracing semantic web 
technology 

Tuning ontologies for a specific customer. 
Setting up benchmarking and regression 
tests. 
 

 Simple to understand by laymen 
(comparison of words, not concepts).  
Automated evaluation procedure. 
 

 Application domains: legislation. 
 Most relevant use case : A Belgian company 

specialised in VAT legislation; the company wants 
to integrate a VAT ontology in their applications to 
bridge conceptual differences, to facilitate 
maintainability (when the directive is updated) and 
enhance interoperability with third-party 
applications (e.g. national e-government VAT 
applications)  Scheduled use case : Privacy 
legislation. 

  Given an existing ontology, i.e. an 
ontology in a more or less final state, 
comparing it to its source text(s). 

 Currently not yet applied in this sense. 
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TABLE 3.- Usefulness and relevance for practice of the tools. 
 

Tool Users Usefulness/Relevance for practice Usability Application/Use Case 

ODEval  Ontology developers 
(creation) 
Ontology engineers 
(reuse) 

Evaluates the content of some ontology before reusing it 
in other ontologies or applications 

  Semantic Web applications.  New 
ontologies 

OntoManager Ontology managers 
Ontologists 
Domain experts 
Business analysts 
 
 

 Ensures that generated recommendations for the 
ontology improvement reflect the users' needs.  
Supports ontology management and optimising according 
to the users’ needs, relying on the analysis of the usage 
data; in other words, allows managing ontologies from the 
users’ perspective on the ontology and the ontology-
based application.  Promotes the accountability of 
managers. 

 By tracking users’ interactions with the application in a 
log file, it is possible to collect useful information that can 
be used to assess what the main interests of the users 
are met.  Example: If none of users were interested in a 
topic, then the OntoManager can recommend the 
ontology manager to remove the corresponding concept 
from the topic hierarchy. Consequently, new users will be 
not “bored” by browsing topics, which are useless for the 
domain shown in the portal. 

 The evaluation quality however is not so high and 
does not allow one to discovery deep insights. 

 An easy-to-use management 
system: Users are able to use the 
tool productively, with a minimum of 
the training.  Helps ontology 
managers discover changes in the 
ontology, which are mostly 
important for enhancing the usability 
of the application. 
 

 Application domains: Domains in which 
usage information of ontologies are present 
and further evaluation relevant information is 
missing or difficult to extract.  Use case 1: 
SEmantic PortAL (SEAL).  Use case 2: 
Test-bed scenario for the bibliography portal  
to ensure high content quality with respect to 
the users’ interests. 

 
 



 1. Title 
 

4.6 Further Work 
To the question, “Are the methods and tools considered in this deliverable useful for 
industrial practice?”, we can answer: “Yes, but to differing degrees”. The most relevant 
methods seem to be OntoMetric, NLAM and EvalExon. The less useful is OntoClean. 
The most relevant tool seems to be OntoManager. Strictly speaking, we can say that 
industrial ontology evaluation methods and tools do not exist. All the methods here 
considered come from the academic realm. In other words, there remains some work to 
develop this transfer. There remains also some work to survey existing evaluation 
methods and tools to better learn from previous experiences. 

4.6.1 Further Work for transferring the methods and tools to industry 
Several transfer issues could be discussed, but we will limit the discussion to two of 
them: (1) adapting the methods and tools to industrial needs; (2) transferring and/or 
calling for ontology specialists. Behind these two issues is a practical question for 
industrials: Do we need to adapt the methods/tools to practitioners? Or will it be 
necessary to call for specialists, at least in some cases? This practical question is related 
to the “make or buy” and "go or no go" decisions discussed in section 1.3. 
 

4.6.1.1 Adapting the methods and tools to industrial needs  
To meet industrial needs, several kinds of adaptation can be performed, some of them 
having been suggested in the presentation of the methods/tools. An example is 
simplifying the method/tool, e.g., reducing the formalizing constraints. Another example 
is making sense of the methods/tools: industrials may not see very well the interest of 
some method or tool; to make this sense clearer to them, one can link the method/tool not 
only to the ontology lifecycle, but also to the ontology-based application; another way is 
to clearly determine which enterprise members can use the method because adapting a 
method/tool is, first of all, adapting them to intended types of users. 
If the (financial or human) cost of adapting a method/tool is acceptable, the adaptation 
strategy can be adopted. If the cost is not acceptable, it can be necessary to ensivion 
another strategy, for example: transferring and/or calling for ontology specialists (who 
will be able to apply the method or the tool). 

4.6.1.2 Transferring and/or calling for ontology specialists 
If such a strategy could be chosen for the methods that are too costly to adapt, it can also 
be employed for methods or tools which are a priori not very relevant to industrial 
pratice, like OntoClean. In some cases, in effect, it could be necessary to go back to more 
formal methods to improve the usefulness of some ontology-based application. For 
example, it could be necessary to modify the upper levels of the ontology underlying 
some application to make a search engine’s inferences more relevant to the application’s 
users. 
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4.6.1.3 Further work on surveying evaluation methods and tools: 
In this work, we have surveyed well-known methods and tools already used to evaluate 
ontologies and ontology-based tools. To benefit more from previous evaluation 
experiences, it would be necessary to have a follow-up to the current survey. Several 
follow-up directions can be taken, e.g.: 
 Undertaking a larger state-of-the-art on the evaluation methods and tools reported in 

the literature, not forgetting to consider the connection between these methods and 
tools and design methods and tools (see, e.g., the method used in the Usable Ontology 
project by [98], to make the ontologies more usable); evaluation should not be 
separated from design; or design and evaluation should be considered as two 
indissociable phases of a series of iterative design-evaluation cycles. 

 Identifying evaluation/design methods and tools used in communities other than the 
Ontology Engineering Community, that could be transferred to the ontology 
engineering community. See, for example, the attempt by [95] to transfer scenario-
based methods from the Human-Computer interaction (HCI), Computer-supported 
Cooperative Work (CSCW), and Requirements Engineering (RE) communities to the 
Ontology Engineering community, in order to systemize the motivating scenario 
method introduced in the Ontology Engineering Community by ([96],[94]) through the 
TOVE ontological engineering method. Originally applied to the IST project CoMMA, 
the resulting scenario method proposed by [95] has been recently employed and 
deployed within the RNRT8 Project KMP (Knowledge Management Platform), 
leading to the design of a Semantic Web Server9 to map the competencies of 
enterprises and research labs situated in a given geographical area (the Telecom 
Valley in Sophia Antipolis, France), and belonging to a given community of interest 
(Telecoms, Microelectronics, and Informatics), to help the enterprises and labs  
cooperate, and the area economically develop. The method was adapted to this inter-
firm perspective. In particular, the scenario structure used in the CoMMA project was 
adapted to capture crucial organizational features identified in the Giddens’(1983) 
structuration theory (see, e.g., [97]). 

Lastly, we can suggest to complement this surveying activity with a validating  activity of 
the most relevant evaluation methods and tools surveyed. If not assessed in the literature, 
the industrial validity of these methods and tools should be assessed to convince 
industrials to adopt them, or to call for specialists that can apply them to meet industrial 
needs. 
 
 
 

                                                 
8 RNRT stands for Réseau National de Recherche en Télécommunications, a French organism which supports 

collaborative research projects in telecommunications between public research laboratories, large industrial groups 
and SME, around clearly defined priorities. 

9 Based on the Corese semantic search engine (Corby, Dieng, & Faron Zucker, 2004). 
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